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Abstract

The majority of South Africa’s eleven languages
are low-resourced, posing a major challenge to Au-
tomatic Speech Recognition (ASR) development.
Modern ASR systems require an extensive amount
of data that is extremely difficult to find for low-
resourced languages. In addition, available speech
and text corpora for these languages predominantly
revolve around government, political and biblical
Consequently, this hinders the ability
of ASR systems developed for these languages to
perform well especially when evaluating data out-
side of these domains. To alleviate this problem,
the Icefall Kaldi II toolkit introduced new trans-
former model scripts, facilitating the adaptation of
pre-trained models using limited adaptation data.
In this paper, we explored the technique of using
pre-trained ASR models in a domain where more
data is available (government data) and adapted it
to an entirely different domain with limited data
(broadcast news data). The objective was to as-
sess whether such techniques can surpass the accu-
racy of prior ASR models developed for these lan-

content.

guages. Our results showed that the Conformer
connectionist temporal classification (CTC) model
obtained lower word error rates by a large margin
in comparison to previous TDNN-F models eval-
uated on the same datasets. This research signifies
a step forward in mitigating data scarcity challenges
and enhancing ASR performance for low-resourced
languages in South Africa.

Keywords: Automatic speech recognition, fine-
tuning, low-resource languages, data harvesting,
broadcast news data

1 Introduction

Automatic Speech Recognition, a model that con-
verts spoken language into text, is becoming increas-
ingly integrated into our daily lives. ASR nowa-
days plays a pivotal role in powering voice assis-
tants, transcription and dictation services and most
importantly has become a transformative tool that
can enable communities to communicate with de-
vices in several languages. However, the develop-
ment of ASR has been largely skewed towards high-
resourced languages that often cater for Western
cultures, creating an accessibility gap for commu-
nities communicating in low-resourced languages.
In South Africa, this divide is pronounced where
10 of the 12 official languages of South Africa are
low-resourced and face a critical shortage of labelled
data for training effective ASR models Badenhorst
& de Wet (2022). In addition, existing speech and
text corpora for these languages are primarily cen-
tred around government, political and biblical con-
tent. This limited coverage in content leads to high
error rates when attempting to transcribe content
in domains outside of this scope. Our research
aims to tackle this challenge by exploring method-
ologies where we can leverage existing data using
adaptation and fine-tuning techniques to increase
accuracy on out-of-domain content which will then
contribute to creating new domain specific labelled
datasets. For example, radio broadcast data is a
largely untapped resource in South Africa which of-
fers a dynamic and ever-growing pool of audio con-
tent in most of South Africa’s languages. Lever-
aging this resource can pave the way for enhanced
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ASR models specifically catered to radio broadcast
news.

In this work, we have focused on 3 South African
languages namely: Afrikaans (Afr), isiZulu (Zul)
and Sesotho (Sot). Each of these languages be-
long to different language families in South Africa.
isiZulu is a Nguni language and Sesotho is one
of the Sotho languages. Since there are distinct
acoustic and linguistic differences between these
languages, evaluating these languages will provide
meaningful insights on whether the techniques ex-
plored in this paper would yield high quality tran-
scriptions when evaluated on the remaining low-
resourced languages in South Africa that generally
fall under these two broad language families.

2 Previous Work

The feasibility of harvesting radio broadcast speech
data for the development of ASR systems for South
African languages was first evaluated in Baden-
horst & de Wet (2021). In this work, a semi-
automatic data harvesting procedure was proposed.
Factorised time-delay neural network (TDNN-F)
models were used to generate phone-level transcrip-
tions of speech data harvested from different do-
mains. The results showed that when evaluating
on speech data from a new domain for Afrikaans,
the phone error rates (PERs) of approximately
20% was measured. At these PERs, follow-up ex-
periments confirmed a potential word transcrip-
tion rate within the thirties for news data (Baden-
horst & de Wet 2023). Transcription error rates
in other languages however measured higher and
so for the purpose of creating correctly-annotated
speech data the first publication already concluded
that better acoustic modelling techniques need to

be sought.

The work presented in Badenhorst & de Wet (2023)
further investigated the possibility of creating di-
verse speech resources from unannotated radio
broadcast data using a refined version of the semi-
automatic data harvesting procedure proposed in
Badenhorst & de Wet (2021). The work focused
on the adaptation of ASR models on two domains

within broadcast data, namely news bulletins and
radio dramas. Baseline models were trained using
NCHLT (Barnard et al. 2014) data which mostly
includes short read speech utterances. Adapting
these baseline models to news and drama data, as ex-
pected, resulted in more transcription errors. The
main reasons for this is that news data differs sig-
nificantly from NCHLT speech data in that it con-
tained much longer utterances. The radio drama
data differed significantly to NCHLT data in speak-
ing style as drama data corresponds more to con-
versational speech rather than read speech found
in the NCHLT data. In addition, the drama data
contained background noise. However, improve-
ment in error rates were achieved by adapting acous-
tic models with less than 1o hours of manually an-
notated data from the same domain, for the speak-
ing styles and acoustic conditions that are not repre-
sented in any of the existing speech corpora.

3 Experimental Design
3.1 Data and Preparation
3.1 Training Data

The National Centre for Human Language Tech-
nology (NCHLT) speech corpus is the largest pub-
licly available corpus available that includes text and
speech data comprising of approximately 55 hours
of short-form audio segments from approximately
200 speakers in all 11 official written languages of
South Africa (Barnard et al. 2014). This dataset was
used to train the baseline models in this work, re-
ferred to as pre-trained models. This dataset is com-
prised of mono-channel audio files with a sampling
frequency of 16 kHz and 16-bit rate. This speech
data contains clear, read speech prompts with min-
imal background noise. Table 1 summarizes the au-
dio statistics of the NCHLT speech corpus.

3.1.2 Adaptation Data

The broadcast news dataset used as adaptation data
for fine-tuning in this work was obtained as part
of an on-going data harvesting project to record
new audio data from South African radio stations.
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Table 1: Summary statistics for NCHLT data

Afr  Zul Sot

Table 2: Summary statistics for broadcast news data
after removing all segments containing inaccuracies

Total number of speakers 210 210 210
Average audio duration (s) 3.0 450  3.50
Training set duration (h)  s3.70 s52.20 53.80
Training set segments 63131 41871 54817
Test set duration (h) 2.66  4.02 254
Test set segments 3002 2802 2722

The corresponding transcriptions for this data were
automatically transcribed using the data harvest-
ing procedure proposed in Badenhorst & de Wet
(2023), resulting in datasets comprising approxi-
mately 150 hours (for each language) of transcribed
audio for six South African languages with cover-
age of news bulletins. The six languages include:
Afrikaans, isiZulu, Sesotho, isiXhosa, Tshivenda,
and Sesotho sa Leboa.

A limited subset of this automatically generated
transcriptions was manually verified to correct for
any transcription errors present which resulted in 15
hours of verified labelled audio data per language.
During manual verification each transcription was
marked for inaccuracies within square brackets. For
example, all unintelligible words were marked with
”[2]7, all words from other languages were marked
with ”[’foreign’+transcription word]” and all par-
tial or incomplete words were marked as word frag-
ments. After manual verification, an analysis was
performed on the output transcriptions to compile
a list of all the transcribed inaccuracies present in
the dataset. The results showed that the radio news
readers frequently use English words in the broad-
cast, otherwise known as code-switching. Since the
model development in this work focused only on
language specific models comprising of a single lan-
guage source, only the audio segments for which the
corresponding transcriptions contained no inaccu-
racies were used. In this way, the adaptation data did
not contain any foreign or unintelligible words. Ta-
ble 2 summarizes the audio statistics for the broad-
cast news adaptation dataset.

Afr  Zul Sot

No. of news bulletins 377 433 430

Average audio duration (s) 6.90 7.00 7.20
Training set duration (h) 1634 8.70 8.80
Total available segments 8528 4737 4684

3.2 Model Selection

Kaldi is an open source speech recognition toolkit
for ASR and signal processing. In Badenhorst &
de Wet (2019), TDNN-F models were trained fol-
lowing recipes from the Kaldi toolkit (Povey et al.
201). The Kaldi toolkit has since been updated
to Kaldi 2 (K2) along with newer model recipes
found in an open source repository called Icefall.
A wide variety of model recipes for streaming and
non-streaming ASR is available in Icefall. In this
work, three Icefall recipes were chosen for initial
exploration, which include: the Conformer CTC,
pruned transducer stateless and TDNN LSTM
CTC recipes. The Conformer CTC model is a
transformer model (Gulati et al. 2020) combined
with a convolution module and uses a CTC (or con-
nectionist temporal classification) for loss and de-
coding (Graves et al. 2006). The pruned transducer
stateless is a recurrent neural network transducer
(RNN-T) model with a faster loss computation
involving pruning bounds of RNN-T recursion
(Kuang et al. 2022). The third model is the Time
Delay Neural Network (TDNN) with Long Short-
Term Memory (LSTM) utilising CTC loss. For
each of these recipes, a baseline isiZulu model was
trained using the NCHLT isiZulu dataset. Across
the 3 implementations, the Conformer CTC model
produced the lowest word error rates (WERs) and
was therefore the model of choice.

Icefall provides three versions of the Conformer
CTC model. According to documentation found
in the Icefall repository, the differences between
each variation is as follows:

1. Conformer CTC: The original Conformer
model that was used for training the isiZulu
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baseline model.

2. Conformer CTC 2: According to a Re-
sults.md document found in the Icefall
Github repository, the authors have improved
the original Conformer CTC by implement-
ing a reworked CTC attention model that
they claim trains faster, offers better stability
and slightly better WERSs.

3. Conformer CTC 3: A Conformer that im-
plements a streaming mode that supports sym-
bol delay penalty. The delay penalty is a
method that lowers streaming latency while
having minimal impact on recognition accu-
racy (Kang et al. 2022).

Models for each of the new versions of the Con-
former CTC model were trained using the same
NCHLT isiZulu dataset. Across the three mod-
els compared, the Conformer CTC 2 performed
the best. The same model selection process was re-
peated for the NCHLT Afrikaans dataset, and the
same trend as isiZulu emerged. For this reason, the
Conformer CTC 2 model was chosen for the work
that followed.

3.3 Model Training

Table 3: Model hyper parameters during training

Parameter Value
Training
Initial learning rate 0.003
Batch sizes 5000
Conformer model
Feature dimension 80
Subsampling factor 4
Encoder layers 12
Encoder dimensions 12
Feedforward dimension 2048
CTC loss
Beam size 10
Reduction sum
Use double scores True

The baseline Conformer CTC 2 model was trained

for all 3 languages on the respective NCHLT lan-
guage datasets: Afrikaans, isiZulu and Sesotho. Ta-
ble 3 summarizes the model hyper-parameters used
during training. The same parameters were used
for all 3 baseline models. The models were trained
for 30 epochs, and then each epoch was evaluated
to determine the phone-error-rate (PER). The PER
was the main metric used to evaluate performance,
because phoneme-level evaluation gives a more pre-
cise report of the frequency of substitution, omis-
sion, and addition errors the model made compared
to word-level evaluation. To gauge transcription
performance, subsequent word error rates (WERs)
are only computed at selected PERs using language
models borrowed from previous text-based refine-
ment work done in Badenhorst & de Wet (2023).
These language models were 3-gram ARPA models
built from the CTexT NCHLT Text Corpora (Put-
tkammer et al. 2014) of the relevant language.

To commence fine-tuning, the aim was to firstly
obtain a pre-trained NCHLT baseline model that
was most optimised for the broadcast news domain,
so the test set that was used to evaluate the per-
formance of each baseline epoch was one hour of
broadcast news data. The epoch with the lowest
PER was then selected. During fine-tuning, these
pre-trained baseline models was further trained us-
ing the broadcast news adaptation data until the
model converged again.

3.3.1 Test data

The news adaptation dataset given in Table 2 is
small. Reserving a portion of the already limited
dataset for use as a test set might not serve as a good
indicator of the model’s actual performance. There-
fore, s-fold cross validation was used to evaluate the
performance of the Conformer CTC 2 model af-
ter fine-tuning. The news adaptation data was ran-
domly splitinto 5 equal subsets. The NCHLT base-
line model was fine-tuned through additional train-
ing on four of the subsets, with the fifth subset serv-
ing as the test set. The model was evaluated, and
then the fine-tuning procedure was restarted with
the same NCHLT baseline but with a different sub-
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set used as the test set. Repeat this process until each
subset has served as the test set. The average recogni-
tion result over the five models served as the overall
performance metric of the model.

A separate, smaller dataset of broadcast news data
was also available for model evaluation. This is an
older news dataset that was used in Badenhorst &
de Wet (2023) to evaluate the performance of pre-
vious TDNN-F models. The source of this dataset
is the same as the news adaptation data described in
Table 2, but there is no overlap. In this paper, this
older test set will only be used to compare the results
of the new Conformer CTC 2 models against previ-
ously obtained TDNN-F results. Table 4 describes
the audio statistics of this older news test set.

Table 4: Summary statistics for older set of broad-
cast news data used in previous work (Badenhorst €
de Wet 2023)

Afr Zul Sot
473.95 30.54  43.19
738 40.73 5183
3852 45 50

Test set duration (min)
Average audio dur (s)
Number of segments

4 Results
4.1 Baseline Models

To create a pre-trained NCHLT baseline model the
Conformer CTC 2 recipe was applied to NCHLT
training data. Table 5 shows the best recognition
performance obtained for each baseline model. All
word-error-rates and phone-error-rates in this paper
were obtained from a 1-best decode, which extracts
the best path from the decoding lattice as the decod-
ing result.

During training it was observed that the amount of
epochs required for NCHLT models to converge
on broadcast news recognition in each language dif-
fered. The model for Afrikaans optimised after only
6 epochs, while isiZulu and Sesotho both required
17 epochs before the model started to over-fit to-
wards NCHLT.

Table s: Best phone-error-rate and word-error-rate
for each baseline model evaluated on one hour of
broadcast news test set

Language Epoch PER WER
Afrikaans 6 29.58  $3.98
isiZulu 17 27.39  §2.21
Sesotho 17 71.02  76.66

4.2 Fine-tuned Models

The best performing epoch from pre-training
shown in Table 5 was chosen for further training
by fine-tuning it on the broadcast news adaptation
dataset for another 25 epochs. As mentioned in Sec-
tion 3.3.1, a s-fold cross validation strategy was em-
ployed to evaluate the performance of the model af-
ter fine-tuning on the broadcast news domain. Ta-
ble 6 shows the best performance of each fine-tuned
model evaluated on its respective test subset.

From the results presented in Table 6, it is evident
that PER and WER improved after fine-tuning the
baseline model on the broadcast news adaptation
data. The standard deviation for PER and WER
from each of the five subsets is small, which indi-
cates that the model performance is consistent and
stable.

In Table 7 below, we compare the PER and WER
of the TDNN-F model trained in previous work
(Badenhorst & de Wet 2023) against the fine-tuned
Conformer CTC 2 model. The test set used here
is an older news dataset described in Table 4 above.
The Conformer CTC 2 models from Subset 2 of the
s-fold cross validation set from Table 6 was used for
evaluation, because they achieved low PER for the
three languages.

4.3 Impact of domain

data

specific

Experimental results above showed that fine-tuning
abaseline NCHLT model on additional news adap-
tation data resulted in improved recognition when
evaluated on broadcast news data. However, ASR
models generally gain recognition improvements
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Table 6: Lowest phone-error-rates and word-error-rates of each of the five cross validation subsets of broadcast

news adaptation data

Afrikaans isiZulu Sesotho
Subset PER WER PER WER PER WER
Subset 1 13.20 20.0 I7.77 45.95 34.66 42.35
Subset 2. 1226 19.96 16.00 45.3 36.22  43.03
Subset 3 12.86 20.08 1612 45.91 36.28 44.03
Subset 4 12.82 20.48 16.59 4518  36.20 43.35
Subset 5 12.63 19.98 16.19 45.84 36.16 44.02
Mean 12,75 2000 16.53 45.64 3590 43.36
Standard deviation o031 019  0.65 0.33 0.62 0.63
Variance 0.09 0.04 0.42 O.II 0.39 0.40

Table 7: Comparison of Word-error-rates between
TDNN-F taken from Badenhorst € de Wet (2023)
and fine-tuned Conformer CTC model from Subset

2 of the cross-validation model set

Language =~ TDNN-F  Conformer CTC 2
PER WER PER WER
Afrikaans 20.98 37.42 18.91 29.74
isiZulu 38.81  69.24 25.57 58.35
Sesotho 73.50 $6.89  43.66 4s.0I

when given additional training data. To compare
the performance gained from fine-tuning a base-
line model on domain-specific data relative to us-
ing more out-of-domain data of the same quan-
tity, an additional experiment using 15 hours of the
Afrikaans broadcast news data (Table 2) was con-

ducted.

To compare the impact of in-domain versus out-of-
domain data, 15 hours of Afrikaans NCHLT train-
ing data given in Table 1 was randomly selected for
use as out-of-domain adaptation data. A new base-
line model was then trained on the remaining 38
hours of Afrikaans NCHLT data for 20 epochs.
Again, the epoch with the best performance when
evaluated on one hour of an independent broad-
cast news test set was chosen as the starting baseline
model. This model was duplicated and separately
fine-tuned on the two sets of adaptation data for 20
epochs. The best recognition results for both mod-

els when evaluated on the broadcast news test set
is given in Table 8 below. The epoch number that
resulted in the best performance is also included.
When fine-tuning, the baseline model was consid-
ered as epoch zero.

Table 8: Comparison of error rates after fine-tuning
on either in-domain news data or out-of-domain
NCHLT data

Model version Epoch PER WER
Baseline NCHLT > 2872 §2.41
Adapt NCHLT 4 28.67 5194
Adapt News 2 16.77  22.92

s Discussion

In this work, the aim was to explore various models
to determine whether it is possible to reduce tran-
scription errors on an out-of-domain test set. Our
exploration commenced by first training 3 types
of Conformer CTC models using NCHLT data
which contains content that mostly lends itself to
government data whilst the data that we wish to
accurately transcribe or test on contains news con-
tent. The results of these baseline NCHLT models
when evaluated on out-of-domain broadcast news
data is shown in Table 5. The lowest WER results
of the baseline models when tested on one hour of
broadcast news was around 50% for Afrikaans and
isiZulu, and 77% for Sesotho. These high error rates
indicate that the model is over-fitting to the content
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contained in NCHLT during pre-training, and thus
performed poorly on unseen data outside of this do-
main. It was also observed that for Afrikaans the
model converged the fastest whilst for isiZulu and
Sesotho the model took longer to converge.

We hypothesise that there could be a number of rea-
sons for the differences. First and foremost there are
morphological differences between the languages
themselves. Niesler et al. (2005) performed an anal-
ysis of the phone sets and phone transcriptions
between four South African languages (Afrikaans,
English, isiZulu and isiXhosa), and found that
isiZulu was substantially more phonetically com-
plex and diverse than Afrikaans. They concluded
that speech recognition may be expected to be in-
trinsically more difficult for isiZulu and isiXhosa
compared to Afrikaans and English, which could
be why the Conformer CTC 2 model was able to
learn the acoustic properties of Afrikaans more eas-
ily.

From previous work it was also evident that acoustic
motivations exist for ASR performance differences
given the NCHLT speech corpora. The TDNN-
F 1d model analysis in Badenhorst & de Wet (2019)
showed that Afrikaans NCHLT test PERs were ap-
proximately double that of isiZulu and Sesotho. In
fact, the Sesotho PER was the second highest of all
the languages. Therefore, acoustically, the NCHLT
training data for isiZulu and Sesotho did not seem
to be as effective even for in-domain NCHLT ASR
compared to Afrikaans. It is not entirely clear why
the error rates were so different, but in addition
as shown in Table 1, isiZulu and Sesotho NCHLT
training segments have longer average duration than
Afrikaans. The lengthier segments could for in-
stance include additional acoustic variability such as
various background effects.

To improve transcription accuracy we investigated
the ability of the model to generalise to other do-
mains by exposing the model to a limited amount of
adaptation data. Thus, we fine-tuned the baseline
models by training the model further on the broad-
cast news adaptation data from which our test data
is derived. Due to the limited size of this adaptation

data, a s-fold cross-validation method was utilised to
evaluate the overall performance of the Conformer
CTC 2 model. The results in Table 6 showed that
improvements in the recognition metrics with low
standard deviations were achieved across all three
languages. The model from Subset 2 was selected
for further evaluation on an older broadcast news
test set in Table 7, and showed improved recogni-
tion performance over previous TDNN-F model
results from Badenhorst & de Wet (2023).

An alternative explanation for the improved recog-
nition metrics after fine-tuning could simply be that
more training data was introduced to the baseline
model. To investigate the impact of domain-specific
data, the experiment described in Section 4.3 was
performed. Creating and adapting a 38 hour base-
line NCHLT model with 15 hours of in-domain
and out-of-domain data showed that introducing
the additional 15 hours of out-of-domain NCHLT
datahad a very small impact on the recognition met-
rics of the news test set. However, introducing 15
hours of in-domain news data successfully reduced
the recognition metrics by half.

6 Conclusion

Developing ASR models for low-resource lan-
guages in South Africa is faced with challenges aris-
ing from the scarcity of data. It is even more chal-
lenging to develop ASR systems that are better fit-
for-purpose in domains outside the ones in which
existing data presides. The work presented in this
paper explored methodologies to address this chal-
lenge, specifically investigating the viability of fine-
tuning baseline models—initially trained on exist-
ing data for our low-resource languages—through
limited adaptation data in targeted domains, with
the aim of enhancing transcription accuracy.

In this pursuit, radio broadcast news data emerged
as a valuable audio resource. The acquisition of cor-
rectly annotated transcriptions for this data proves
to be a laborious and resource-intensive undertak-
ing. By being able to generate accurate transcrip-
tions of radio broadcast data, we anticipate a signif-
icantly positive impact on data harvesting endeav-
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ours in the future. As this, in turn, contributes
to the development of automatically transcribed la-
belled data that can be used towards continuous ad-
vancements in ASR in the country.

New modelling techniques presented in this work
such as Conformer CTC 2 together with additional
fine-tuning on limited adaptation data has demon-
strated promising outcomes in reducing transcrip-
tion errors on radio broadcast data. This marks
a meaningful stride towards successfully generat-
ing more accurate labelled corpora in our local lan-
guages, signifying progress in the ongoing develop-
ment of localising ASR to our South African lan-
guages.
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