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Abstract
The problem of hate speech on social media is a
growing concern. Much work has been done to
tackle online hate including work into the auto-
mated detection of hate speech. The problemof au-
tomated hate speech detection at scale, however, re-
mains by and large unsolved. This is in part due to
the difficulty of classifying short texts without con-
textual information, difficulties in ensuring consis-
tent annotation quality, contextual differences in
different regions and social settings, and the in-
formal and nuanced language used on social me-
dia. Automated detection of hate speech is made
all the more difficult in low-resource regions for
which large existing hate speech corpora are unavail-
able. Here, I present a sampling framework to tackle
some of these challenges. The framework uses se-
quential data annotation phases, each allowing for
the training of a hate speech filter that further re-
fines our ability to collect useful data in subsequent
phases. This framework is implemented for two
phases on Twitter data collected around discourses
in South Africa, and its efficacy assessed through a
cross-dataset analysis between phases, as well as an
analysis to determine the classification performance
of decision tree-based methods on relatively small
datasets. I conclude that this framework is a viable
approach for curating hate speech corpora for auto-
mated hate speech detection in a low-resource set-
ting.
Keywords: classification, machine learning, natural
language processing, hate speech detection

1 Introduction
Research into hate speech on social media is a field
that has gained significant traction in recent years.

The number of papers exploring the automated de-
tectionof hate speech, aswell as the number of stud-
ies investigating hate speech within particular con-
texts has burgeoned. This growth is fuelled in part
by the influx of people engaging in the online space,
and the link between discourse on social media and
corresponding real-world physical events. One such
example is the US insurrection (Lee et al. 2022).
Given the vast amount of data that needs to be anal-
ysed in order to solve this issue, machine learning
can be a crucial analysis tool. However, most re-
search into machine learning for hate speech detec-
tion is centred in the global North, and algorith-
mic solutions and datasets developed abroad (Po-
letto et al. 2021;Qian et al. 2019;Velankar et al. 2022)
are not effective when deployed in South Africa be-
cause of differences in language and context specific
social and political issues.
Much work has already been done using rule or
lexicon-basedmethods to compute toxicity and sen-
timent (Hutto andGilbert 2014; Loria 2018;Watan-
abe et al. 2018). These approaches, however, suf-
fer from lack of understanding of contextual infor-
mation, and are often subject to bias. For exam-
ple, Sap et al. (2019) show that annotation of hate
speech is subject to bias on the basis of vernacular,
specifically, tweets written in “African-American-
English” are 1.5× more likely to be flagged as of-
fensive. Additionally, annotation quality has been
shown to have a detrimental impact to classification
models (Waseem 2016). Accurate annotation has
also been shown tobe difficult in terms of differenti-
ating offensive language, from language that is hate-
ful. This has been tackled in studies that examine
ternary classification for of online speech (David-
son et al. 2017), though biases still arise when dis-
cerning offensive and hateful speech between tar-
get groups. Approaches to minimise systematic
errors and biases have also been investigated, and
are important contributions to the field. These
include data augmentation (Vidgen et al. 2021) to
yield improved classification performance and met-
rics to identify which posts are more likely to dis-
play bias between annotators (Akhtar et al. 2019),
although the latter requires multiple annotators la-
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belling each post.
Many studies have investigated the use of deep
learning for online hate speech detection, includ-
ing the use transfer learning applied to transformer
models for hate speech detection (Adewumi et al.
2022;Mnassri et al. 2022; Subramaniam et al. 2022).
There is, however, still little consensus regarding
best approaches to automated hate speech detec-
tion, especially due to the inherently varying chal-
lenges in implementing hate speech detection in dif-
ferent contexts. Interestingly, Galke and Scherp
(2021) have shown that Bag-of-Words (BoW) mod-
els can out performgraph-basedmodels on text clas-
sification tasks.
An additional challenge to researchers investigating
online hate speech in low-resource environments,
i.e. in specific contexts where large existing datasets
are unavailable, is that the cost of collecting and an-
notating large enough volumes of data is a signifi-
cant barrier to tackling problems that aremore read-
ily engagedwith in the global North. Moreover, the
cost of training state-of-the-art language models is a
barrier to many researchers as well (Schwartz et al.
2020).
To address these challenges, in this paper I present
a framework for data collection and annotation in
a low-resource setting. The framework is a means
of maximising annotation resources, a costly and
scarce resource, in order to generate corpora for au-
tomated hate speech detection in low-resource en-
vironments. Section 2 outlines the proposed frame-
work and describes our data collection, Section 3
presents results on hate speech detection compar-
ing a number of weak-learning approaches, and
Section 4 discussed concluding remarks. Future
work, of which there is much, is discussed in Sec-
tion 5.

2 Data Collection and Methods
No single best practice exists for gathering data
for online hate speech corpora. Standardising data
collection strategies is however an important con-
sideration in ensuring reproducible studies. Au-
thors have, however, outlined broad data collec-

tion strategies for qualitative studies in this field
(e.g. Gerbaudo (2016)). These include top sam-
pling, random sampling, and zoom-in sampling.
Random sampling is the only means of ensuring a
statistically representative dataset and for test sets
on which to determine some quantitative metrics
such as fraction of hate speech, though it is difficult
to implement in practice, and not suitable for com-
piling hate speech corpora since the fraction of hate
speech is very low.

2.1 Filtering Framework
Here I outline a framework for data collection and
annotation to facilitate the training of automated
hate speech detection models. The framework fo-
cuses on maximising the utility of annotation re-
sources in a way that scales from very low to high-
resource data regimes. It involves sequential data an-
notation phases, each of which enables the develop-
ment and improvement of a hate speech filter that
further refines our ability to annotate useful data in
subsequent phases. The hate speech filter is an al-
gorithm that is a means of sifting through the vol-
ume of largely ‘normal’ online content, and prefer-
entially selecting data that are more hateful or of-
fensive. This means of filtering out hate speech be-
comes more effective with each data collection and
annotation phase, resulting in a more nuanced and
focused dataset on which human annotators can
provide labels.
While the framework is implemented for twophases
in this paper, it can in general be implemented for
any number of phases. For n phases, one begins by
splitting the total collected dataset into n distinct
partitions. These partitions need not be the same
size. This is followed by data annotation of the first
phase of data, annotating for whether each post is
hateful or not. Subsequent to the first annotation
phase, a classifier can then be trained on the first
phase of data, in order to predict the probability
that an online post is hateful. This probability is a
proxy for the “hatefulness” of each post. While this
is done using a Random Forest Classifier trained
on unigram and bigram post features in this exper-
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iment, there are many possible choices for suitable
text-based classifiers. The trained classifier is then
used to generate predicted probabilities of hate for
all posts in the next phase.
The next step is to preferentially select posts with a
higher level of predicted hatefulness for annotation
in order to combat the problem that data collected
from social media exhibits a highly-imbalanced
hate/not ratio. Using the probabilities assigned to
each post, one can preferentially select data with a
high probability of hate. This can be done by sam-
pling data from this new phase, with probability of
selection proportional to the probability of hate for
each post. The resulting sub-sampled data from this
phase can then be annotated, and the classifier re-
trained on all annotated data. For the i-th phase,
i ∈ [2, n], probabilities that each post is hateful are
generated using a classifier trained on the previous
(i − 1) phases.
A limitation of this sampling method for sequen-
tial phases is that systematic bias can be introduced
into all subsequent phases, and on the basis of both
the data and labels in the prior phases. For instance,
hateful topics that are more extensively covered in
the prior phases are more likely to be selected in
subsequent phases, and under-represented topics
are less likely to be selected. Crucially, this means
that data collected in phases subsequent to the first
are likely to under-represent potentially interesting
forms of hate if the data in the first phase are not
sufficiently representative. This has the potential to
lead to blind spots in any resulting automated hate
speech detection algorithms.
The choice of sampling strategy can have a huge im-
pact on the level of systematic bias. A good choice
of sampling strategy can to some extent mediate the
degree to which systematic biases may arise. For
example, a weak preference of selecting more hate-
ful content will yield a lower level of bias (elabo-
rate on the type of bias) than a strong preference.
Another reasonable sampling strategy is to sample
evenly from the subspace of “probability of being
hate”. This will result in a dataset where each item
is as likely to bemaximally hateful, as it is to bemin-

imally hateful. This method of sampling, however,
is also likely to yield a large degree of bias since the
number of maximally hateful posts is very small.
Regardless of the choice of sampling strategy, the
potential benefit of coveringmore hateful datawith
limited resources needs to be weighed against the
risk of introducing bias into the dataset.
In this paper, a simple approach for data selection
has been taken, where the second phase of data is
split into a high-hate and low-hate sample and data
are sampled from each with an even probability.
The threshold for differentiating high and low-hate
samples is determined through a qualitative assess-
ment of the resulting samples through trial and er-
ror. I find this ad hoc approach to be effective in
practice, since the probabilities returned by the clas-
sifier are notwell-calibrated and the smallmodel size
means there are clusters of posts all with identical
probabilities of being hateful. The latter is illus-
trated in Figure 1.
This framework is implemented for data collected
around specific events or flare-ups that are likely at-
tractors of discourse and hate. While collecting data
based on searches for slurs and derogatory slang is
also possible, these types of posts are more easily
flagged by content moderators on social media plat-
forms, making subsequent searches for this content
difficult. Whether or not this is the primary reason
for the lack of this form of hate in the data we col-
lect, this form of hate is less prevalent in both the
data collected for this study as well as in the online
ethnographic investigations we perform to explore
discourses. In addition to collecting data around
certain flare points, posts are gathered from a num-
ber of hateful users who post prolifically within
these discourses and attract significant interaction,
for example through retweets and replies. Identi-
fying and following hateful users has been investi-
gated (Horta Ribeiro et al. 2018) and is shown to be
a useful approach in tackling online hate. Using the
terminology discussedbyGerbaudo (2016), the pro-
posed data collection strategymakes use of a combi-
nation of zoom-in and top sampling.
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2.2 Data

The data collection for this study was undertaken
by a group of researchers and annotators, and thus
I refer to the collective “we” throughout this de-
scription. We collect Twitter data around a num-
ber of discourses in South Africa, specifically the
protests at Brackenfell High School, and farmmur-
ders at Senekal. Both of these events gained signifi-
cant traction in themainstreammedia and on social
media in South Africa. The dataset is comprised,
by and large, of tweets written in English, though
multilingual slang is commonplace. Tweets written
in Afrikaans, Sesotho, Xhosa and Zulu make up a
small fraction of the dataset. The exact fraction is
only determined through Twitter’s automated lan-
guage identification, and is not accurate for low-
resource or very informally written language. An-
notating this dataset with a binary “hate”/“not
hate” label constitutes our phase-I data. For the sec-
ond phase of data collection, we consider a larger
number of topics, which are outlined in Table 1.
We collect tweets using a combination of the Twit-
ter API, andCommunalytic (Gruzd andMai 2021).
The advantage of usingCommunalytic is that it au-
tomatically collects replies and replies to replies of
tweets of interest, yieldingmore complete conversa-
tions and therefore a complete account of the dis-
course of interest. Specifically, the use of Commu-
nalytic subverts to some extent the mechanism of
self-selection (Tufekci 2014) people who post with
a specific hashtag or using specific terms are declar-
ing their support for a particular viewpoint or po-
litical inclination. By including replies and replies
to replies, posts that are not present in the dataset
as a result of this self selection mechanism are in-
cluded.
These data are labelled by a group of 8 annota-
tors, most of whom are graduate students at the
University of Cape Town. This is a notable, and
expensive, deviation from many studies (e.g. Bur-
nap and Williams (2015); Davidson et al. (2017);
Waseem (2016)) that outsource annotation to re-
mote workers through platforms such as Mechan-
ical Turk. This on its own, however, does not guar-

antee higher levels of annotation quality or inter-
annotator agreement. The data are annotated for
2 categories, with each post analysed in part of a
conversation/thread as opposed to in isolation. The
first category is a binary classification ofwhether the
post constitutes hate speech or not, and the second
is an offensiveness rating on a scale of 1-10. The an-
notators were given instructions for the annotation
process through a workshop on hate speech and an-
notating for hate speech, and additionally partici-
pated in weekly follow-up meetings to discuss the
material. Theywere instructed to provide offensive-
ness ratings on the basis of how offensive the av-
erage reader would find the material. In terms of
annotating for the “hate”/“not hate” binary cate-
gory, the definitions of hate speech follow those out-
lined in Section 10 of the Promotion of Equality
and Prevention of Unfair Discrimination Act 4 of
2000 (PEPUDA). Specifically, thematerial needs to
demonstrate a clear intention to be hurtful, cause
or incite harm, and promote or propagate hatred in
order to be classified as hate speech.
It is worth noting, however, that the noise on of-
fensiveness ratings, both within annotator sets and
between annotators, is too large to warrant inclu-
sion in future studies that deal with small data vol-
umes, and a ternary classification of hate, offensive
and clean data as proposed byDavidson et al. (2017)
may be more suitable.
A random forest classifier trained on the annotated
phase-I data is used to generate probabilities that
each post in our phase-II dataset is hateful. While
more tree-based methods are investigated in Sec-
tion 3, the use of boosting algorithms is omitted
here in order to avoid overfitting on the small phase-
I dataset. n-gram features are used for this analy-
sis, where n ∈ [1, 2], though it is noteworthy that
term frequency-inverse document frequency (TF-
IDF) features are a viable alternative. However, the
resultingdifference in classificationperformanceus-
ing these two approaches is negligible, and thus only
the former is reported on for simplicity. The scikit-
learn implementation (Pedregosa et al. 2011) of ran-
dom forest classifiers is used for this analysis, the hy-
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Figure 1: Histograms showing the predicted hate content for each topic outlined in Table 1 for phase-II data.
The plotted probabilities are generated using a random forest classifier trained on data collected in phase-I
as discussed in Section 2.2. The vertical dashed lines are the thresholds differentiating the high and low-hate
samples as described in Table 1.
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Table 1: Summary of topics and/or hashtags (#) that
make up the phase-II dataset. The leftmost column
shows the topic numbers, which correspond to the plots
in Figure 1. The thresholds used to differentiate the
high-hate and low-hate samples from each topic are
shown in the right column. A description of how
the probability thresholds are determined and used
is given in Section 2.2.

description threshold
1 #feesmustfall 0.2
2 #phoenixmassacre 0.21
3 Jack Markovitz 0.2
4 #putsouthafricafirst 0.4
5 Brendin Horner/#farmmurders 0.2
6 #apartheidflag 0.2
7 Hateful user follow-up 0.4

perparameters forwhich are determinedusing a grid
search based on classification performance averaged
over a 5-fold cross-validation assessment on phase-
I data alone. The resulting hyperparameters using
this approach are similar to those found by simply
minimising overfitting (i.e. choosing a relatively low
maximumtree depth, number of estimators, and se-
lecting a suitable value for CCPα). It is not surpris-
ing that best performance is achieved by only (for
the most part) considering minimising overfitting,
given the small size of the phase-I dataset. The re-
sulting probabilities using this approach are shown
in Figure 1.
The data we collect during phase-I of this study
contains 4799 posts with 9.8% flagged as hate, and
phase-II contains 9115 posts with 10.8% flagged as
hate. However, the subset of the phase-II data con-
stituting the high-hate sample has 15.7% of posts
flagged as hate and the low-hate sample has 5.9%
flagged. This indicates that a different sampling
strategy (for example, only selecting 10% of data
from the low-hate sample instead of 50%) for com-
piling the phase-II dataset could yield a final dataset
with a much larger fraction of hateful content. Ad-
ditionally, one would expect this process to become
more effective with the inclusion of additional data
collection phases, though this investigation is left to

future work.

2.3 Models and Features
Three decision tree-based classifiers are investigated
in the analyses that follow: random forest classi-
fiers, light gradient boosting machine (LightGBM)
classifiers and CatBoost classifiers. In all cases,
ball-park hyperparameter choices are determined
using Bayesian optimisation. Details about this
hyperparameter optimisation are included in Ap-
pendix A.
Similarly to the data selection described in Sec-
tion 2.2, unigram and bigram features are used for
the cross-dataset analysis presented in Section 3.
The vocabulary size of the full dataset is 24239,
and the total number of features (unigrams and bi-
grams) used in the analysis is 105, where the remain-
ing 75761 features are themost commonly occurring
bigrams in the dataset. The features used in each
fold in the analyses presented in Section 3, however,
have a lower resulting vocabulary, since the features
are determined from the training set of that fold
alone in order to avoid leakage. The full dataset used
in the cross-dataset contains 13914 posts/instances,
and has an average word count of 26.6 words per
post.

3 Results
Reporting on the efficacy of the methodology de-
scribed in Section 2 is challenging, since ideally
one would compare the results using this frame-
work with results using an equivalent set of ran-
domly curated tweets on the same topics. The cost
of annotating sufficiently large datasets to perform
this analysis is however a barrier to implementing
such an approach. In lieu of this, I implement
two analyses, which illustrate aspects of the phased
data annotation approach described in Section 2.1.
The first is a cross-dataset analysis (e.g. Chen et al.
(2020); Thambawita et al. (2020); Zandamela et al.
(2022)) between phases-I and II, which tests aspects
of the quality of the sequentially collected and cu-
rated data. The second is a typical analysis testing
the classification performance of a number of deci-
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sion tree-based classifiers on the full dataset (com-
bined phases-I and II), determining which is most
robustly suited to hate speech detection under rela-
tively low volumes of data.
The phase-II dataset is processed using a random
stratified sample for the cross-dataset analysis, in or-
der to ensure a size comparable with the phase-I
dataset. The sizes of the respective datasets are re-
ported on in Section 2.2. The cross-dataset analy-
sis consists of four sub-analyses: (1 and 2) typical
analyses testing the intra-phase classification perfor-
mance on phases I and II, (3) testing the classifica-
tion performance by training on phase-I and testing
on phase-II, and (4) testing the classification perfor-
mance training on phase-II and testing on phase-I.
The results of these sub-analyses are shown in Fig-
ure 2. The figure illustrates meanMatthew’s Corre-
lation Coefficient (MCC) scores, with uncertainty
estimates accounting for inter-fold variation and
different classification model instantiations. Sub-
analyses 1 and 2 are performed using 5-fold stratified
cross validation using the models described in Sec-
tion 2.3. Sub-analyses 3 and 4 are performed using
5 stratified sub-samples from the phase-II dataset.
Averaged results for these analyses are illustrated in
Figure 2.
The results of the inter-dataset analysis, while not
intended to provide a complete picture of the ef-
ficacy of a phased data collection approach, pro-
vide some degree of insight into the coherence of
the sequentially collected datasets. Generating pre-
dictions on phase-II data yields worse classification
performance in the above analyses. This is due to
the larger number of topics covered by the phase-II
dataset, and therefore a higher level of variability in
the dataset.
The second analysis presented here investigates the
suitability of a number tree-based classifiers for hate
speech detection using the combined dataset dis-
cussed in Section 2.2. The classifiers considered are
LightGBM, CatBoost and Random Forests. The
performance of each classifier is evaluated using 5-
fold cross validation over the combined dataset. In
each fold, however, 10% of the data are held out for
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Figure 2: Cross-phase MCC scores illustrating classi-
fication performance for the cross-dataset analysis de-
scribed in Section 3. The scores shown are mean scores
of each fold in a classification analysis using 5-fold
cross validation, and the uncertainty estimates are the
standard deviations of the scores. A score of 1 shows
perfect classification, and a score of 0 corresponds to
random guessing.

validation inorder todetermine an appropriate clas-
sification threshold. This is an important step, since
the trained classifiers are highly uncalibrated with-
out the use of calibrationmethods such as Platt scal-
ing or isotonic regression. The results of this analy-
sis are summarised in Table 2.

Table 2: Classification results illustrating the per-
formance of a number of tree-based classifiers for
hate speech detection. The metrics considered are
Matthew’s Correlation Coefficient (MCC) and ac-
curacy. When evaluating classification models with
imbalanced datasets, MCC is a more informative
metric than accuracy as it is insensitive to class im-
balance. MCC scores of 1 correspond to perfect classi-
fication, 0 to randomguessing, and -1 to total incorrect
classification.

Classifier MCC Accuracy (%)
LightGBM 0.320± 0.006 87.29± 0.11
CatBoost 0.318± 0.020 87.22± 0.38
RandomForest 0.232± 0.025 85.53± 0.85
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LightGBM shows superior classification perfor-
mance under both metrics considered, though the
performance ofCatBoost iswithin themargin of er-
ror. In addition to this, I find the computational
cost of LightGBM to be significantly lower than
that of CatBoost and Random Forests. A summary
of the computational costs for each algorithm is
shown in Table 3. This difference in computational
performance is due primarily to the different tree-
growth strategies used by the respective algorithms.
Specifically, LightGBM uses a leaf-wise as opposed
to a level-wise splitting strategy, which allows for the
more efficient development of accurate classifica-
tion trees. This is especially notable when the num-
ber of features in the data are very large. While this
tree-growth strategy can increase the chance of over-
fitting, this can be somewhat mitigated through a
limitation of maximum tree depth and use of regu-
larisation.

Table 3: Train and test times for the classifiers con-
sidered in this analysis. The reported times are for
CPU algorithm implementations on a single fold (of
a 5-fold validation) on the full dataset. This analysis
was done on a 2.9GHz Intel Quad-Core i7 processor.

Classifier Train time (s) Test time (s)
LightGBM 20 2
CatBoost 554 60
Random Forests 590 2

In addition to the classification of hate speech, I also
analyse the predictive performance using the offen-
siveness scores described in Section 2.2. However,
as described in Section 2.2, the noise on labels and
sparse textual features make generating predictions
of offensiveness difficult. This is quantified through
a regression analysis using a random forest regres-
sor trained on the same textual features as in the
above analysis. The results culminate in a Mean
Squared Error (MSE) of 4.159±0.124 and anR2 of
0.094± 0.012. Considering the poor performance
using the offensiveness scores, further analysis using
these scores is not included in this work.

4 Concluding remarks

Accurate automated detection of online hate re-
mains a highly complex task, even when relevant
large training datasets are available. This is in part
due to the fact that short posts on social media are
highly subject to context and nuance, making their
classification challenging even to human annota-
tors.
Overall, the framework put forward in this work
shows a systematic approach to the problem of
automated hate speech detection, and provides a
method of generating an annotated hate speech cor-
pus in a low resource environment. The perfor-
mance achieved in the analysis presented in Sec-
tion 3 illustrates the efficacy of this framework us-
ing only simple text-based features. This shows that
this framework is a viable approach for tackling on-
line hate in specific geographic or political contexts,
where existing large datasets are unavailable. The
cross-dataset analysis I present illustrates coherence
between the different data collection phases in both
directions, indicating that this approach is viable for
maximising annotation resources in any hate speech
detection study.
While the data curated for the second phase of the
study does not have a markedly higher hate frac-
tion than the initially collected data (10.8% vs 9.8%),
the annotators report that the second phase of data
was far more hateful on average. This qualitative as-
sessment warrants further investigation, especially
since disentangling hateful and simply offensive lan-
guage is an important consideration in the curation
of online hate speech corpora (Davidson et al. 2017;
Watanabe et al. 2018). Additionally, investigation
into the high-hate sample in the phase-II data shows
that the hate fraction could be increased to as high
as 15.7% with a different selection strategy.
Furthermore, I conclude that LightGBM offers
both the best and most practical approach to
decision-tree based hate speech classification, and
is the most suitable candidate, of those considered
here, for comparison to more sophisticated meth-
ods in a low-resource setting.
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5 Future work

The problem of automated hate speech detection
on social media is one that is difficult to tackle, ow-
ing in part to the diversity of the underlying data in
different contexts and the subjectivity in human an-
notation. Though much research has already been
done on this topic, there remains substantial scope
for further work.
Some of these extensions are outlined below:
1. Additional data collection and annotation

phases would allow for a more quantitative as-
sessment of whether this framework yields im-
proved automated hate speech detection com-
pared to standard data collection techniques.
A larger dataset is also imperative in the train-
ing of more sophisticated analysis tools, such
as Large Language Models (LLMs).

2. Transfer learning/fine-tuning of LLMs for
hate speech detection has already received
a fair amount of attention in the litera-
ture (Adewumi et al. 2022;Mnassri et al. 2022;
Subramaniam et al. 2022). This approach
leverages a large amount of pre-training to
produce hate speech detection models us-
ing a comparatively small volume of hate
speech data. Investigating the threshold
for hate speech data volume at which this
approach outperforms traditional keyword-
based orML-basedmethods is a topic of inter-
est to many researchers tackling online hate in
low-resource regions.

3. Topic modelling and content understanding
are important considerations in analysing on-
line discourse and hate speech. The difficulties
of implementing these tools onnoisy and com-
plex social media data mean that their applica-
tions remain largely unexplored. Incorporat-
ing sophisticatedML toolswithmore compre-
hensive annotation schemes, has the potential
to both deepen analyses, as well as offer poten-
tial interventions to online harm (e.g. see Ma-
sud et al. (2022)).

4. Investigations of inter-annotator reliability are

important both in understanding biases inher-
ent in the resulting classification models, and
in developing more robust annotation prac-
tices. Collecting a larger volume of data where
multiple annotators label each post would al-
low for analyses of inter-annotator reliability.

These extensions are left to future work.
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Appendix A: Hyperparameter optimi-
sation
Details of the hyperparameter optimisation de-
scribed briefly in Section 2.3 are shown in the tables
below. Bayesian optimisation is used to fit hyperpa-
rameters for the algorithms considered in this work.
Tables 4, 5 and 6 show which hyperparameters are
optimised for the analysis with Random Forests,
LightGBM and CatBoost respectively.

Table 4: Hyperparameter optimisation specifica-
tions for random forests using Bayesian optimisation.
Tuned parameters are shown as a range in the value
column and fixed parameters are specified as a sin-
gle number. Prior distributions on discrete parame-
ters are uniform by default, and therefore not speci-
fied here.

Random Forests
Hyperparameter Value Prior
n estimators 200-2000
max depth 3-10
min samples split 1-2
min samples leaf 1-2
ccp alpha 0.0-1.0 uniform
min impurity decrease 0.0

Table 5: Hyperparameter optimisation specifications
for LightGBM using Bayesian optimisation. Tuned
parameters are shown as a range in the value column
and fixed parameters are specified as a single num-
ber. Prior distributions on discrete parameters are
uniform by default, and therefore not specified here.

LightGBM
Hyperparameter Value Prior
n estimators 200-2000
learning rate 0.001-0.1 log-uniform
max depth 3-10
num leaves 80-800
min split gain 0.0-0.3 uniform
reg alpha 0-1.5 uniform

Further improvements to the choice of hyperpa-
rameters can however be made through follow-

Table 6: Hyperparameter optimisation specifications
for CatBoost using Bayesian optimisation. Tuned pa-
rameters are shown as a range in the value column
and fixed parameters are specified as a single num-
ber. Prior distributions on discrete parameters are
uniform by default, and therefore not specified here.

CatBoost
Hyperparameter Value Prior
n estimators 200-2000
max depth 3-10
learning rate 0.001-0.1 log-uniform
l2 leaf reg 1.0-3.0 uniform
bootstrap type Bayesian
bagging temperature 0.5
random strength 0.5

ing commonly prescribed procedures for reducing
overfitting, such as setting a regularisation term and
reducing themaximumtree depth. The importance
of mitigating overfitting and the difficulty in min-
imising overfitting with standard hyperparameter
optimisation methods, such as Bayesian optimisa-
tion or grid-search, are notable considerations for
automated hate speech detectionwith decision tree-
based classifiers.
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