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Abstract
Local/Native South African languages are classi�ed
as low-resource languages. As such, it is essential to
build the resources for these languages so that they
can bene�t from advances in the �eld of natural
language processing. In this work, the focus was to
create annotated news datasets for the isiZulu and
Siswati native languages based on news topic clas-
si�cation tasks and present the �ndings from these
baseline classi�cation models. Due to the shortage
of data for these native South African languages,
the datasets that were created were augmented and
oversampled to increase data size and overcome
class classi�cation imbalance. In total, four di�er-
ent classi�cation models were used namely Logis-
tic regression, Naive bayes, XGBoost and LSTM.
These models were trained on three di�erent word
embeddings namely Bag-Of-Words, TFIDF and
Word2vec. The results of this study showed that
XGBoost, Logistic Regression and LSTM, trained
from Word2vec performed better than the other
combinations.
Keywords: South African native Languages, Low
Resources Languages, Data Augmentation, Topic
Classi�cation, News Categorisation

1 Introduction

Natural Language Processing (NLP) is a sub�eld of
arti�cial intelligence, linguistics and computer sci-
ence that focuses on enablling computers to pro-
cess natural language (Dialani 2020). One of the
cases where NLP has been bene�cial to people is
where it has been used for machine translation, per-
forming the task of translating from one language
to another. In this case, NLP helps the computer or
machine to attempt the conversion from one lan-
gauge to another. NLP can also assist in learning
and prediction sentiment/opinion from sentences
or text. This NLP capability is utilised by compa-
nies to understand how customers feel and their
opinion about the company’s products and services
through the analysis of their social media posts and
comments. Furthermore, the chatbots that are used
in the customer services space are one of the exam-
ples of NLP application (Dialani 2020). Contextual
chatbots and Virtual Text Assistant are now widely
used but they mostly understand a limited num-
ber of languages, such as English. South African
native languages do not have enough resources to
be used to built such contextual Chatbots and Vir-
tual Text Assistant. Therefore, the resources for na-
tive languages need to be created so that they can
be used to build software agents that understand
South African native languages (Duvenhage et al.
2017).
South Africa is a multilingual country with eleven
langauges (two of which are European and nine
are African languages); the African languages are
Sepedi, Sesotho, Setswana, Siswati, Tshivenda, Xit-
songa, isiZulu, isiNdebele and isiXhosa and on the
other hand, European languages are English and
Afrikaans. It is important to note that these lan-
guages are o�cial in South Africa (Alexander 2021).
In South Africa, we have a challenge with the nine
African languages because they are resource-poor.
There is a shortage of curated and annotated cor-
pora to enable them to bene�t from Natural Lan-
guage Processing. Therefore, the purpose of this
study is to focus speci�cally on the corpus creation
and annotation for isiZulu and Siswati and perform
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a topic classi�cation tasks on the data.

2 Critical Natural Language Process-
ing Components

Globalisation and the increase in digital commu-
nications have created the demand for NLP sys-
tems that enable fast communication between peo-
ple speaking di�erent languages. However, some
languages are missing in these systems. For in-
stance, there are roughly 7000 spoken languages
on the planet and Most of them still are not in-
cluded in the NLP systems, primarily because they
do not have the labelled corpora to build those
NLP systems (Baumann & Pierrehumbert 2014).
These languages with scarce or no resources are low-
resourced languages (Whyatt & Pavlović 2019). The
language resources include (but are not limited to)
the annotated corpora and core technologies. Exam-
ples of core technologies include lemmatisers, part
of speech tagger and morphological decomposers
(Eiselen & Puttkammer 2014). On the other hand,
the languages with high resources are the ones that
have most of the resources needed to build the NLP
technology (Xu & Fung 2013).
The high-resourced languages include English,
French, Finnish, Italian, German, Mandarin,
Japanese, etc. (Bonab et al. 2019, Xu & Fung 2013)
and low-resourced languages include languages
such as isiZulu, isiXhosa, Siswati etc. (Bosch et al.
2008). A study, by Eiselen & Puttkammer (2014),
focused on the low-resourced languages, namely,
isiZulu and Siswati; stated that annotated corpora
are one of the things that low-resourced languages
lack. Thus, the isiZulu and Siswati datasets need
to be annotated, as part of the process of making
these languages accessible for NLP and by en-
riching these two languages. Hsueh et al. (2009)
de�nes data annotation as the process of labelling
the dataset(s), an important step when building
machine learning models. Stenetorp et al. (2012)
stated that manual data annotation is the most im-
portant, time-consuming, costly, and tedious task
for NLP researchers. Therefore, automation tools
are developed to perform these annotations.

The lack of curated and annotated data impede
the process of �ghting the shortage of resources for
low-resourced languages in the NLP space (Niy-
ongabo et al. 2020). Besides, established NLP meth-
ods often cannot be transferred on or to these lan-
guages without these corpora (Niyongabo et al.
2020). Niyongabo et al. (2020) collected the datasets
of two closely related African languages - Kirundi
and Kinyarwanda from two di�erent sources. A to-
tal of 21268 and 4612 articles were annotated for
Kinyarwanda and Kirundi respectively. The two
datasets underwent a cleaning process that involved
the removal of special language characters and stop-
words. The sources were newspapers and websites.
These datasets were annotated, based on the title
and content of the contained articles, into the fol-
lowing categories: Politics; Sport; Economy; Health,
Entertainment; History; Technology; Tourism; Cul-
ture; Fashion; Religion, Environment; Education;
and Relationship (Rakholia & Saini 2016). Hence, a
very similar task was performed in this work as part
of language resources creation.

2.1 Data generation techniques for
low-resourced languages

An existing approach utilised to mitigate the
challenges of low-resourced language data, is the
language translation approach. That is the low-
resourced language gets translated into the resource-
rich language (Tang et al. 2018). However, in most
cases, this approach su�ers from language biases
and may be impractical to achieve in real life (Tang
et al. 2018). Sometimes the direct translation may
be impossible or inaccurate due to language dif-
ferences. Hence, the translated data will require
manual processing thereafter, which is tedious and
time-consuming. Manually creating data for low-
resourced languages is time-consuming but a good
approach, moreover, it introduces minimal lan-
guage biases and more accurate than translated
datasets (Shamsfard n.d.).
Cross-lingual and transfer learning is one of the
combinations of techniques frequently used or
preferred in NLP due to its speed and e�ciency
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(Shamsfard n.d.). This further serves to highlight
why all languages must have NLP resources such as
annotated data to avoid data simulations that have
unfavourable e�ects.
Data Augmentation is a method that generates a
copy (or unique data) of the data by slightly alter-
ing the existing data (Duong & Nguyen-Thi 2021).
It increases the size of small training data in ways
that improve model performance (Abonizio & Ju-
nior 2020). Model performance is highly dependent
on the quality and size of the training data. Data
Augmentation addresses the issue of small training
data that leads to the models losing their generalis-
ability (Kobayashi 2018).
Work by Marivate et al. (2020) had a small data size
of Sepedi and Setswana native languages, and incor-
porated word embeddings based-contextual aug-
mentation to increase the dataset used to train clas-
si�cation models. Each training dataset was aug-
mented 20 times while the test dataset remains un-
changed. In their study, the new data created re-
placed the words (based on context) in the sen-
tences. Hence a new sentence was formed as a result
of applying Contextual Data Augmentation. Fur-
thermore, Data Augmentation improved the per-
formance of the classi�ers (Marivate et al. 2020).
In this current study, the same Data Augmenta-
tion (word embedding-based augmentation) was
performed on the Siswati and isiZulu dataset to in-
crease the data size.

2.2 Dealing with data imbalance
The Synthetic Minority Oversampling Technique
(SMOTE) is another technique that can be adopted
when the learning is done on an imbalanced dataset,
since it solves the problem of class imbalance
(Fernández et al. 2018). SMOTE works by gener-
ating synthetic examples through inserting di�er-
ent values(words) in minority class, the values are
randomly picked from a de�ned neighbourhood
within feature space . Minority class is selected, then
obtain the k-nearest neighbours of the same minor-
ity class and therefore utilises the k- neighbours to
create the new synthetic examples (Fernández et al.

2018).

2.3 Related work
Supervised learning models perform better on
larger labelled datasets, which presents a challenge
for low-resourced languages as they don’t have
enough data and annotating data can be expen-
sive (Fang & Cohn 2017). Most prior studies fo-
cused on developing parallel corpora between low
and resource-rich languages, but parallel corpora
are often unavailable for some low-resourced lan-
guages (Fang & Cohn 2017). Work by Zoph et al.
(2016) identi�ed low-resourced languages and in-
vestigated the idea of distance learning on machine
translation. Since English and French are resource-
rich languages, the two languages trained a neural
machine translation (NMT) (Zoph et al. 2016). An
English-French neural machine translation (NMT)
model was initially trained. Afterwards, the NMT
model initialised another NMT model to be used
on a low-resourced and high-resourced pair (e.g.
Uzbek-English) (Zoph et al. 2016), as such utilising
transfer learning. In this case, the low-resourced lan-
guages investigated for transfer were Uzbek, Hausa,
Turkish and Urdu. The transfer learning was shown
to improve the BLEU (bilingual evaluation under-
study) for low-resourced Neural machine transla-
tion (Zoph et al. 2016).
Work by Nguyen & Chiang (2017) explored trans-
fer learning between the two low-resourced lan-
guages Turkey and Uzbek by �rst pairing each lan-
guage with English and then generating the paral-
lel data. Then, split the words with Bytes Pair En-
coding (BPE) to maximise the overlapping vocab
(Nguyen & Chiang 2017). The model and word
embedding are trained on the �rst language pair
(Turkey-English) and then the same model param-
eters and word embeddings were transferred to
the other model that trained the second language
pair (Uzbek-English). This technique improved the
BLEU by 4.3% (Nguyen & Chiang 2017).
The datasets of low-resourced South African lan-
guages, isiZulu collected from isolezwe and Na-
tional Centre for Human Language Technology

3
This work is licensed under CC BY-SA 4.0. To view a copy of this license, visit
The copyright remains with the authors.

https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/


Proceedings of the 3nd workshop on Resources for African Indigenous Languages (RAIL)

(www.sadilar.org); and Sepedi collected from
National Centre for Human Language Technol-
ogy were used to evaluate the performance of
open-vocabulary models on the small datasets, the
evaluated models include n-grams, LSTM, RNN,
FFNN, and transformers. The performance of the
models was evaluated using the byte pair encoding
(BPE). The RNN performed better than the rest of
the models on both the isiZulu and Sepedi datasets
(Mesham et al. 2021). Nyoni & Bassett (2021) ex-
plored the machine translation capability from the
zero-short learning, transfer learning and multi-
lingual learning on two South African languages,
namely, isiZulu and isiXhosa; and one Zimbabwean
language, that is Shona. The datasets were in lan-
guage pair (parallel text), that is, English-to-Shona,
English-to-Zulu, English-to-Xhosa and Zulu -to-
Xhosa, with the pair English -to- Zulu being the tar-
get pair since it has the smallest datasets (sentence
pair). The transfer learning and zero-short learning
did not outperform the multilingual model which
produced the Bleu score of 18.6 for the English-to-
Zulu pair. Moreover, these results provide an av-
enue for the development and improvement of low
resource translation techniques (Nyoni & Bassett
2021).
Work by Marivate et al. (2020) attempted to address
the issue of lack of clear guidelines for low-resources
languages in terms of collecting and curating the
data for speci�c use in the Natural Language Pro-
cessing domain. In their investigation, two datasets
of news headlines written in Sepedi and Setswana
were collected, curated, annotated, and fed into
the machine learning classi�cation models to per-
form text classi�cation. The datasets were anno-
tated by means of categorising the articles into the
following categories based on context: Legal; Gen-
eral News; Sports; Politics; TrafficNews; Community
Activities; Crime; Business; Foreign A�airs (Mari-
vate et al. 2020). The evaluation metric was the F1-
score, which is a model performance measure. One
of the models, Xgboost, performed well as com-
pared to other models (Marivate et al. 2020).

3 Developing news classi�cation
models for isiZulu and Siswati
languages

In this section we discuss data collection and clean-
ing processes together with the classi�cation models
building approach.

3.1 Data Collection, Cleaning and
Annotation

We discuss the initial news data collection and an-
notation process. We further discuss the data collec-
tion process of the larger dataset that was used to
build our word representations.

3.1.1 News data collection and annota-
tion

The isiZulu news data was collected from Isolezwe,
which is a Zulu-language local newspaper. The
news articles published online on Isolezwe website
(http://www.isolezwe.co.za) were scraped
and stored in a csv �le for further processing.
The Siswati dataset (news headlines) was col-
lected from the public broadcaster for South
Africa, that is, SABC news LigwalagwalaFM
Facebook page (https://www.facebook.
com/ligwalagwalafm/). The Siswati data was
also scraped and stored on a csv �le. Lastly, to
build word respresentations other isiZulu and
Siswati datasets were collected from SADILAR
(www.sadilar.org) and Leipzig Corpus(https:
//wortschatz.uni-leipzig.de) for the pur-
pose of better generalising word representations.
We collected 752 (full artilces and titles) in isiZulu
and collected 80 Siswati news headlines.
Post data collection process, we worked to cate-
gorise the news items using the International Press
Telecommunications Council (IPTC) News Cate-
gories (or codes)[1]. The categories used were: 1. dis-
aster, accident and emergency incident, 2. economy,
business and finance, 3. education, 4. environment, 5.
health, 6. human interest, 7. labour, 8. lifestyle and
leisure, 9. politics, 10. religion and belief, 11. science
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and technology, 12. society, 13. sport, 14. weather, 15.
arts, culture, entertainment and media, 16. crime,
law and justice, 17. conflict, war and peace. We make
available the data, and annotations and data state-
ment[2] [3]. An example of an annotated isiZulu ar-
ticle is shown below:
Politics
UMENGAMELI we-ANC uMnuz Cyril
Ramaphosa ugqugquzele abantu basePort Shepstone
nezindawo ezakhele leli dolobha ukuthi bagcwalise
iMoses Mabhida Stadium lapho ezothula khona
umyalezo wakhe weJanuary 8 ngoMgqibelo aphinde
athule nomhlahlandela weqembuwokuheha abavoti
njengoba kuyiwa okhethweni. URamaphosa eham-
bisana nabanye abaholi be-ANC esifundazweni
uhambele kule ndawo izolo enxenxa abantu ukuthi
batheleke ngobuningi kulo mgubho weqembu. Up-
hinde wathembisa ukuthi uzothula uhlelo lwakhe
lokuthuthukisa izwe.
The isiZulu news (articles and titles) and Siswati
news titles category distribution are shown below, it
was observed that the datasets su�er from class im-
balance, small data size and short text (only isiZulu
and Siswati titles/headlines). Therefore, oversam-
pling techniques, SMOTE and Data Augmentation
were applied to mitigate class imbalance problem
and also increase the data size.
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Figure 1: isiZulu initial Class Distribution
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Figure 2: Siswati initial Class Distribution

For better modelling, class categories with few ob-
servations we revmoved, remaining with the be-
low categories: 1. crime, law and justice, 2. economy,
business and finance, 3. education, 4. politics, 5. so-
ciety for isiZulu and 1. crime, law and justice, 2.
arts,culture,entertainment and media, 3. education,
4. human interest, 5. society for Siswati. Since the
number of class categories has dropped to 5 cat-
egories, the news dataset size also dropped to 563
(news articles and titles) for isiZulu and 68 (news ti-
tles) for Siswati The �nal datasets were cleaned and
then used to build classi�cation models, however,
prior to model building, word representations were
created using a larger datasets.

3.2 Data Preparation/Cleaning
All datasets collected in this work contained some
noise such as single characters, white spaces, en-
coded characters, meaningless words, and special
characters. The noise had to be removed before the
datasets are fed into the models. All these noises on
the datasets were removed. Below we explain each
part of the followed cleaning step:

• The single characters carry less meaning, so
they were removed from the datasets.

• There were instances where there are multi-
ple spaces between two words, so those spaces
were substituted with a single space.

• There were some characters/words that were
not ASCII encoded then those characters were
decoded back to ASCII.

• Special characters refer characters such as &%$
and they are not accepted by the models.
Hence they were also removed.
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• The data contained combination of letters
that don’t make any existing isiZulu/Siswati
word. Words such as ’udkt’,’unksz’,’unkk’

. Based on these criteria, they were also removed to
streamline the corpus, and as a result, improve the
analysis.
Since the datasets are noise-free, each letter in the
datasets was set to lowercase, resulting in clean
datasets to be used in machine learning models
building.

3.2.1 Word Representations

It was stated above that the larger datasets collected
from SADILAR and Leipzig Corpus for each lan-
guage was used for word representations (vectoris-
ers and embeddings) creation. The pre-trained vec-
torizers were created, enabling the opportunity to
build classi�ers with good generalisability in fu-
ture. Therefore, from the collected corpora for each
language, we created the following vectorizers: Bag
Of Words, TFIDF and Word2vec (Mikolov et al.
2013).

Table 1: Vectorizer Corpora Sizes in number of tokens

Tokens
Source isiZulu Siswati
Sadilar 770845 399800
Leipzig 4296659 134827
Total 5067504 534627

3.3 News Classi�cation Models
We arbitrarily selected a few classi�cation algo-
rithms to train models to perform news topic clas-
si�cation for isiZulu and Siswati datasets. The se-
lected algorithm are Logistic Regression, XGBoost,
Naive Bayes and LSTM.
We performed the classi�cation on the original
datasets, and then apply oversampling techniques,
namely, Data Augmentation and SMOTE, to solve
the class imbalance problem and increase the data
size. The classi�cation models were again executed
on the Augmented and SMOTE datasets.

4 Experiments and Results
In this section we discuss the results obtained
from the performed experiments, that is, the �nd-
ings from the multiple combination of word rep-
resentations and classi�cation models on isiZulu
and Siswati datasets. However, the �ndings pre-
sented here are basis, since this work only provide
guidelines for resource creation of low-resource lan-
guages.

4.1 Experimental Setup
The maximum token size of 20 000 was used for
both Bag Of Words and TFIDF vectorizers, whereas
for Word2vec we used size 300. For each of the 4 clas-
si�cation models, 5-fold cross validation was applied
during model training. As we are creating baseline
models and working on small datasets (not enough
to split into training, validation and test sets), then
parameter optimisation was not performed in this
work.

4.1.1 Baseline Experiments

In the baseline experiments, we train the classi�ca-
tion models using 5-fold cross validation on isiZulu
and Siswati original datasets and present the models
performance for each dataset. The results show that
Word2vec and LSTM model performed very well in
all datasets as compared to other models. Below ta-
bles shows the classi�cation model results obtained
from original datasets.

Table 2: isiZulu Articles Original Dataset Model
Performance
Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 21.73 21.12 16.34 52.4 (13.29,19.4)
Bag-Of-Words Logistic Regression 41.23 34.97 36.06 54.53 (32.09,40.03)
Bag-Of-Words XGBoost 49.14 31.33 32.51 54.89 (28.64,36.38)

TF-IDF Naive Bayes 18.41 20.34 14.35 52.22 (11.45,17.24)
TF-IDF Logistic Regression 32.09 26.13 24.19 54.71 (20.65,27.73)
TF-IDF XGBoost 40.91 29.42 29.34 52.93 (25.58,33.1)

Word2vec Naive Bayes 61.98 50.99 53.04 68.39 (48.91,57.16)
Word2vec Logistic Regression 70.18 62.91 65.13 75.32 (61.19,69.07)
Word2vec XGBoost 67.69 52.23 55.83 69.1 (51.73,59.93)
Word2vec LSTM 83.39 83.11 82.78 83.11 (79.66,85.9)
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Table 3: isiZulu Titles Original Dataset Model Perfor-
mance

Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 17.6 20.62 15.33 51.69 (12.36,18.31)
Bag-Of-Words Logistic Regression 18.36 21.83 17.38 52.76 (14.25,20.51)
Bag-Of-Words XGBoost 20.91 21.23 17.03 51.51 (13.92,20.13)

TF-IDF Naive Bayes 19.89 20.89 15.57 52.4 (12.57,18.56)
TF-IDF Logistic Regression 20.47 21.9 17.58 52.93 (14.44,20.73)
TF-IDF XGBoost 18.07 20.79 16.37 51.34 (13.31,19.43)

Word2vec Naive Bayes 27.83 25.58 22.75 57.2 (19.29,26.22)
Word2vec Logistic Regression 41.85 38.65 39.18 57.72 (35.14,43.21)
Word2vec XGBoost 40.63 31.17 31.03 57.73 (27.21,34.85)
Word2vec LSTM 72.96 71.75 72.01 71.75 (68.3,75.72)

Table 4: Siswati Titles Original Dataset Model Per-
formance
Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words XGBoost 25.75 25.52 24.23 41.54 (14.05,34.42)
Bag-Of-Words Naive Bayes 25.37 30 25.39 53.19 (15.04,35.73)
Bag-Of-Words Logistic Regression 25.93 30.1 26.34 48.79 (15.87,36.81)

TF-IDF Naive Bayes 13.61 22 15.61 48.68 (6.98,24.23)
TF-IDF Logistic Regression 17.77 24 18.81 50.33 (9.52,28.1)
TF-IDF XGBoost 25.16 29.33 25.5 47.58 (15.14,35.86)

Word2vec Naive Bayes 31.77 34.76 31.57 59.01 (20.52,42.61)
Word2vec Logistic Regression 29.59 32 28.09 57.58 (17.4,38.77)
Word2vec XGBoost 28.77 31.43 27.96 54.84 (17.29,38.62)
Word2vec LSTM 87.53 80.88 81.06 80.88 (71.75,90.37)

4.1.2 Augmentation

Data Augmentation is the technique that is used to
increase the data size to improve the performance
of the machine learning classi�ers Oh et al. (2020).
The most common way to augment the data is
by means of replacing the words or phrases in a
sentence by their synonyms where the synonym is
derived by obtaining the semantically close words
(Zhang et al. 2015).
The Siswati and isiZulu datasets were augmented
using the same approach where the original words
on the sentence are replaced based on their contex-
tual meaning. The augmentation was done through
referencing the words similarity from the Word2vec
word embedding as per Marivate et al. (2020).
Data Augmentation improved the performance of
each model on all datasets as compared to original
datasets, hence, it remains a task to investigate the
e�ectiveness and robustness of this Data Augmen-
tation algorithm, that can be achieved through com-
paring the algorithm results on resourced and low-
resourced datasets.
The classi�cation models trained on Word2vec out-
performed all the classi�cation models trained on
TFIDF and Bag Of Words. For isiZulu articles,

combination of Word2vec and XGBoost model
outperformed all the models, scoring f1-score of
95.21%, on the other hand, Word2vec and Logis-
tic Regression model combination performed well
on isiZulu titles dataset scoring f1-score of 86.42%.
Lastly, Word2vec and LSTM model combination
performed well on Siswati titles dataset scoring f1-
score of 93.15%. It was observed that iziZulu articles
dataset scored high f1-score as compared to isiZulu
titles, which explains that long texts improves the
classi�cation accuracy, and also highlights that Lo-
gistic Regression outperforms XGBoost on short
text dataset. It remains a task to run the same com-
parison on Siswati dataset, as it was not covered in
this work due to lack of Siswati full news articles
dataset.

Table 5: isiZulu Articles Augmented Dataset Model
Performance
Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 71.65 68.55 68.42 68.89 (65.87,70.97)
Bag-Of-Words Logistic Regression 83.35 83.92 83.09 83.23 (81.04,85.15)
Bag-Of-Words XGBoost 74.28 73.85 73.68 73.51 (71.26,76.09)

TF-IDF Naive Bayes 75.71 73.77 73.6 73.98 (71.18,76.02)
TF-IDF Logistic Regression 79.65 79.91 79.2 79.39 (76.97,81.42)
TF-IDF XGBoost 80.44 80.44 79.92 80.02 (77.72,82.11)

Word2vec Naive Bayes 72.37 71.79 71.79 71.31 (69.32,74.26)
Word2vec Logistic Regression 91.6 91.9 91.3 91.3 (89.75,92.84)
Word2vec XGBoost 95.54 95.73 95.21 95.14 (94.04,96.39)
Word2vec LSTM 96.08 94.45 94.45 94.45 (93.2,95.71)

Table 6: isiZulu Titles Augmented Dataset Model
Performance
Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 58.93 32.91 31.62 37.83 (28.86,34.37)
Bag-Of-Words Logistic Regression 60.79 34.54 34.05 39.2 (31.24,36.85)
Bag-Of-Words XGBoost 51.12 28.22 24.47 33.27 (21.92,27.01)

TF-IDF Naive Bayes 59.45 33.25 32.3 38.1 (29.54,35.07)
TF-IDF Logistic Regression 59.41 34.87 34.42 39.47 (31.6,37.23)
TF-IDF XGBoost 53.33 28.85 25.41 33.82 (22.83,27.98)

Word2vec Naive Bayes 67.92 57.97 59.3 60.89 (56.39,62.21)
Word2vec Logistic Regression 86.35 87.65 86.42 85.69 (84.39,88.45)
Word2vec XGBoost 86.2 85.99 85.83 84.96 (83.77,87.89)
Word2vec LSTM 85.32 85.16 84.37 85.16 (82.22,86.52)

Table 7: Siswati Titles Augmented Dataset Model
Performance
Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 71.98 69.52 69.35 68.79 (61.82,76.88)
Bag-Of-Words Logistic Regression 78.78 74.8 74.74 74.31 (67.65,81.84)
Bag-Of-Words XGBoost 81.99 74.7 74.47 74.33 (67.35,81.59)

TF-IDF Naive Bayes 75.67 73.03 72.85 72.24 (65.58,80.11)
TF-IDF Logistic Regression 78.93 75.5 75.57 75 (68.55,82.59)
TF-IDF XGBoost 81.1 74.13 73.09 73.62 (65.84,80.33)

Word2vec Naive Bayes 84.26 83.41 82.52 82.66 (76.32,88.73)
Word2vec Logistic Regression 91.17 89.9 87.83 88.89 (82.49,93.17)
Word2vec XGBoost 91.57 91.33 89.8 90.22 (84.86,94.74)
Word2vec LSTM 94.88 92.41 93.15 92.41 (89.02,97.27)
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4.1.3 SMOTE

SMOTE is an oversampling technique used to re-
balance the original training set through the cre-
ation of synthetic samples of the minority class
Fernández et al. (2018). This technique works by
selecting the minority class and the total amount
of oversampling to balance the classes, then the k-
nearest neighbours for that particular class are ob-
tained , therefore, iteratively the k nearest neigh-
bours are randomly chosen to create new instances
Fernández et al. (2018). This oversampling tech-
nique was used to balance the classes and increase
the dataset. Note that SMOTE uses a di�erent ap-
proach from the Data Augmentation approach pre-
sented earlier.
We applied SMOTE on our three datasets and run
the classi�cation model using 5-fold cross valida-
tion, the results from each dataset are presented be-
low. From the below tables, it was observed that
Word2vec produced the best classi�cation models
from all the three datasets. XGBoost performed well
in all instances scoring f1-score of 93.35%, 91.26%,
87.46% for isiZulu articles, isiZulu titles and Siswati
titles datasets respectively. We observed the XG-
Boost model on isiZulu articles struggled to separate
society and politics from crime,law and justice since
most of the incorrect classi�cation happened in the
instance where society and politics were classi�ed as
crime,law and justice.

Table 8: isiZulu Articles SMOTE Dataset Model
Performance

Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 56.37 39.06 36.63 39.04 (34.16,39.11)
Bag-Of-Words Logistic Regression 55.67 51.19 50.08 51.16 (47.52,52.65)
Bag-Of-Words XGBoost 82.31 76.34 75.99 76.37 (73.8,78.18)

TF-IDF Naive Bayes 78.93 77.81 76.83 77.81 (74.67,79.0)
TF-IDF Logistic Regression 82.2 82.38 81.68 82.4 (79.7,83.66)
TF-IDF XGBoost 81.7 79.17 79.51 79.18 (77.44,81.58)

Word2vec Naive Bayes 74.44 74.25 74.12 74.25 (71.87,76.37)
Word2vec Logistic Regression 92.43 92.11 91.88 92.12 (90.48,93.28)
Word2vec XGBoost 93.75 93.55 93.35 93.56 (92.08,94.63)

5 Summary
We observed that Data Augmentation outper-
formed SMOTE in two instances, that is, isiZulu
articles and Siswati titles datasets, whereas SMOTE

Table 9: isiZulu Titles SMOTE Dataset Model Per-
formance
Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 36.92 23.33 15.91 23.22 (14.03,17.78)
Bag-Of-Words Logistic Regression 46.08 25.9 18.23 25.89 (16.25,20.21)
Bag-Of-Words XGBoost 65.14 38.34 37.52 38.36 (35.03,40.0)

TF-IDF Naive Bayes 64.37 37.69 37.38 37.6 (34.9,39.86)
TF-IDF Logistic Regression 65.23 39.72 39.71 39.73 (37.2,42.22)
TF-IDF XGBoost 65.6 38.2 37.56 38.22 (35.08,40.05)

Word2vec Naive Bayes 74.49 74.02 73.85 74.04 (71.6,76.11)
Word2vec Logistic Regression 91.56 91.08 90.63 91.1 (89.13,92.12)
Word2vec XGBoost 91.96 91.56 91.26 91.58 (89.81,92.71)
Word2vec LSTM 73.53 72.82 72.75 72.82 (69.08,76.43)

Table 10: Siswati Titles SMOTEDatasetModel Per-
formance

Preprocessing Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)
Bag-Of-Words Naive Bayes 60.63 40.67 37.91 40 (30.4,45.43)
Bag-Of-Words Logistic Regression 65.03 44.19 42.91 44.38 (35.24,50.58)
Bag-Of-Words XGBoost 81.3 74.38 73.65 74.38 (66.83,80.48)

TF-IDF Naive Bayes 80.71 79.14 74.32 78.75 (67.55,81.09)
TF-IDF Logistic Regression 82.25 82.95 80.42 83.12 (74.27,86.57)
TF-IDF XGBoost 85.47 77.05 76.6 76.88 (70.04,83.16)

Word2vec Naive Bayes 85.86 83.71 82.5 83.75 (76.62,88.39)
Word2vec Logistic Regression 90.35 88.1 86.2 88.12 (80.86,91.55)
Word2vec XGBoost 89.88 88.76 87.46 88.75 (82.33,92.59)

outperformed Data augmentation only in case of
isiZulu titles dataset, however, we hope to look into
the di�erence performance from these re-sampling
techniques and have a con�rmatory pipeline to pro-
vide guidance on what approach to take under
what circumstance. However, we present the gen-
eralised pipeline obtained from this work as a base-
line.
The Pipeline obtained from this work was sum-
marised and presented in �gure 3 below together
with the corresponding top performing classi�ca-
tion models presented in table 3, the �gure 3 shows
the choices that produced the best results under dif-
ferent circumstances for three di�erent datasets. It
was observed that the datasets used resembled three
di�erent qualities, that is, large size and long-text
(isiZulu Articles), large size and short text(isiZulu
Titles), and small size and short text(Siswati), these
varieties produced di�erent outcomes from the
models under the same circumstance and can be
generalised as follows:

• If the data size is large and contains long-text
then Contextual Data Augmentation is rec-
ommended over SMOTE, and LSTM is likely
to perform better.
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• If the data size is large and contains short-
text then SMOTE is recommended over Con-
textual Data Augmentation, and XGBoost is
likely to perform better.

• If the data size is small and contains short-
text then Contextual Data Augmentation is
recommended over SMOTE, and XGBoost is
likely to perform better

The Above generalisation is limited to Word2vec
word embedding since it is the one that produced
outstanding results from all the datasets as com-
pared to TFIDF and Bag-Of-Words. It remains a
task to further investigate the poor performance
from TFIDF and Bag-Of-Words, possibly the pa-
rameter change in classi�cation could lead to good
results.

Table 11: Top Performing ClassificationModels

Best Model based on Sampling technique
Dataset Sampling Word embbeding Model Precision(%) Recall(%) F1-score(%) Accuracy(%) Con�dence Interval(f1 score)

isiZulu Articles Augmented Word2vec XGBoost 95.54 95.73 95.21 95.14 (94.04,96.39)
isiZulu Titles Augmented Word2vec Logistic Regression 86.35 87.65 86.42 85.69 (84.39,88.45)
Siswati Titles Augmented Word2vec LSTM 94.88 92.41 93.15 92.41 (89.02,97.27)

isiZulu Articles SMOTE Word2vec XGBoost 93.75 93.55 93.35 93.56 (92.08,94.63)
isiZulu Titles SMOTE Word2vec XGBoost 91.96 91.56 91.26 91.58 (89.81,92.71)
Siswati Titles SMOTE Word2vec XGBoost 89.88 88.76 87.46 88.75 (82.33,92.59)

6 Conclusion and Future Work
This work introduced the collection and annota-
tion of isiZulu and Siswati news datasets. There is
still a data shortage (more especially annotated data)
of these two native languages, especially Siswati.
However, this work paved a way for the other re-
searchers who would want to use annotated data
for isiZulu and/or Siswati in downstream NLP
tasks.
The experimental �ndings from the classi�cation
models and di�erent combinations of word embed-
dings with model baselines were presented. Though
we were limited by the data availability, however,
this provides an overview of what could be achieved
with minimal datasets. The isiZulu and Siswati an-
notated datasets will be made available for other re-
searchers, the pre-trained vectorizers will be open-
sourced to other researchers and the classi�cation

Figure 3: Recommended Pipeline

results that maybe be used as benchmarks.
The collection and annotation of native language
datasets remain a task for the future. For this to
be successful, there needs to be an identi�cation of
other language sources where the dataset can be ex-
tracted for more models to be trained. Furthermore,
NLP researchers need to focus more on e�ective
ways to augment the datasets. They should be com-
pared with SMOTE sampling, because of the imbal-
ance in the dataset. It is bene�cial to have e�ective
ways to augment native language datasets.
In addition, it is also worth investigating the poor
performance of TFIDF and Bag-Of-Words com-
pared to Word2vec, possible investigation areas
could be the word embedding nature and the classi-
�cation models hyperparameters optimisation that
could improve classi�cation performance. Another
extension of this work is transfer learning from
isiZulu to Siswati. The isiZulu dataset is large com-
pared to the Siswati dataset making it a viable av-
enue of research to investigate if transfer learning
improves the classi�cation performance for Siswati
in this context.
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Notes
[1] https://iptc.org/standards/

newscodes/

[2] https://github.com/dsfsi/

za-isizulu-siswati-news-2022

[3] https://doi.org/10.5281/zenodo.

7193346
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