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Abstract
Despite many attempts to address the situation,
South Africa’s o�cial languages remain under-
resourced in terms of the text and speech data re-
quired to implement state-of-the-art language tech-
nology. To ensure that no language is left behind[1],
resource development should remain a priority un-
til a strong digital presence has been established
for all indigenous languages. This paper provides
an overview of previous projects that were specif-

ically aimed at speech resource development and
introduces an ongoing initiative to launch South
Africa’s languages on the Mozilla Common Voice
platform.
Keywords: DHASA, under-resourced languages,
speech resources, Mozilla Common Voice

1 Introduction
South Africa’s constitution recognizes eleven
o�cial languages: Afrikaans (Afr), South African
English (Eng), isiNdebele (Nbl), isiXhosa (Xho),
isiZulu (Zul), Sepedi (Nso), Sesotho (Sot),
Setswana (Tsn), Siswati (Ssw), Tshivenda (Ven),
and Xitsonga (Tso). With the exception of English
and Afrikaans, all the o�cial languages belong
to the South-Eastern Bantu family. IsiNdebele,
Siswati, isiXhosa and isiZulu are part of the Nguni
group of languages and Sepedi, Sesotho and
Setswana are part of the Sotho language group. The
languages within each family are closely related,
with similar orthographic and morphosyntactic
attributes.
Most people in South Africa speak more than one
Bantu language and English. As a result, English
serves as lingua franca and is most frequently used
in commerce and law. Some of the country’s cit-
izens have access to language and speech technol-
ogy through English. For the ten remaining lan-
guages, much remains to be done to match the level
of technology development that has already been
achieved for languages like English. In this regard
South Africa’s indigenous languages are in the same
position as the majority of the almost 7 000 lan-
guages that are spoken in the world today: usable
language and speech technology is not readily avail-
able yet (Adda et al. 2019, Joshi et al. 2020).
Despite various projects aimed at addressing this sit-
uation, the pace of resource development in South
Africa’s languages has not kept up with the rate at
which technology and the data requirements associ-
ated with state-of-the-art techniques have advanced.
As a result, many of the latest technology, especially
deep learning techniques, cannot be implemented
e�ectively for South Africa’s local languages due to
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a lack of appropriate data.
This paper describes a recent initiative to launch
South Africa’s o�cial languages on Mozilla’s Com-
mon Voice[2] platform. The Common Voice
project aims to make speech recognition technology
open and accessible by creating open, high quality,
publicly available data sets in as many languages as
possible. For a language to achieve launched sta-
tus, the Common Voice website needs to be lo-
calised and at least 5 000 sentences in the target
language have to be collected and be available in
the open domain under CC0 licensing [3]. Once
launched status is achieved, the sentences are used
as prompts for speech data collection through the
Mozilla Common Voice platform. While Mozilla
makes the Common Voice platform freely available,
they are not involved in localisation and data col-
lection and do not provide any �nancial support to
participants. The presence of a language on the plat-
form is determined by language communities them-
selves.

2 Background
A number of projects have already contributed to
the establishment of basic language resources as well
as speech and text technology in South Africa’s o�-
cial languages. Many of these were supported by the
South African Government[4].
One of the �rst attempts to develop technology
in the country’s indigenous languages, the African
Speech Technology (AST) project, was funded by the
Department of Science and Technology’s Innova-
tion Fund (Roux et al. 2004). One of the aims of
the project was to prepare South Africa’s languages
for a digital future. It was also envisioned that lan-
guage technology would facilitate multilingual in-
formation access to South Africa’s citizens. Five
telephone speech databases in isiXhosa, Sesotho,
isiZulu, South African English and Afrikaans were
developed during the course of the project. The
data was transcribed orthographically as well as pho-
netically and used to develop a prototype version of
a multilingual, telephone-based hotel booking sys-
tem. A limited domain text-to-speech voice was also

built for each of the �ve languages, allowing the sys-
tem to provide dynamic although domain limited
speech feedback.
Subsequent to the AST project, three Lwazi[5]
projects were funded by the South African Depart-
ment of Arts and Culture with the aim of extending
the available telephone speech data sets to include
all 11 o�cial languages and to increase the impact
of speech technologies in South Africa (Barnard
et al. 2010, Kuun 2012, Calteaux et al. 2013, Titmus
et al. 2016). Toward the latter aim, text-to-speech
and speech-to-text systems were developed in all 11
languages and evaluated in applications including
a voice-based telephone service for rural veterinar-
ians and a multilingual, telephone-based interac-
tive voice response system for the Department of
Basic Education’s National School Nutrition Pro-
gramme.
isiZulu was included in the data sets that were col-
lected to support IARPA/DARPA’s[6] Babel and
LORELEI (Low Resource Languages for Emer-
gent Incidents) programs (Harper 2011, Strassel &
Tracey 2016). These programs resulted in numer-
ous investigations on the development of automatic
speech recognition and spoken term detection ca-
pabilities in low-resource languages, many of which
included isiZulu as an example language.
The National Centre for Human Language
Technology (NCHLT) subsequently funded two
projects to collect substantially larger speech and
text data sets than those that were compiled during
previous projects. The data collection e�orts there-
fore went beyond the telephone-based, limited
domain scope of the AST and Lwazi projects. This
e�ort resulted in 11 speech corpora containing 50-60
hours of orthographically transcribed broadband
speech per language and 11 text corpora of between
1.15 and 3.27 million words per language (Barnard
et al. 2014, Eiselen & Puttkammer 2014). With the
exception of a few domain speci�c data collection
e�orts (Davel et al. 2011, de Wet et al. 2011, de
Wet et al. 2016), these remain the most extensive
resources that are available for speech technology
development in the country.
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The majority of the projects mentioned in the pre-
vious paragraphs were associated with a speci�c in-
stitution in South Africa, whereas anybody from
any language community (who adheres to Mozilla’s
code of conduct) can participate in the Common
Voice project. Anybody who would like to can
therefore contribute to the data collection e�ort
and become involved in the local language technol-
ogy community. The Common Voice project also
has an international reach which means that the
South African community stands to bene�t from
“lessons learnt” during localisation and data collec-
tion in other countries as well as the technical sup-
port provided on Common Voice community user
groups. The rest of the paper describes how the
Common Voice website was localised and presents
the results of an initial attempt to harvest sentences
from text data on the web.

3 Mozilla Common Voice
platform

As was mentioned in Section 1, a language needs
to meet two requirements to be launched on the
Common Voice platform: 1) the website needs to
be translated into the target language and 2) 5 000
sentences that are in the open domain need to be
collected. Mozilla provides tools (via websites and
community user groups) and guidelines to assist
with both these processes. Their implementation
in the current project is brie�y described in the next
two sections of the paper.

3.1 Translation
A number of service providers were requested to
submit quotes for translating the Common Voice
website from English into the 10 other o�cial lan-
guages. A company with previous experience in
localisation was identi�ed as the best candidate to
perform the translations. All translations were per-
formed by the same company so that they could
manage aspects like the standardisation of terminol-
ogy between languages in the same manner for all
languages.
Words and utterances were translated using

Mozilla’s translation tool, Pontoon[7], before
being used to generate language speci�c web
pages automatically. The resulting web pages
were subsequently proofread by a second team of
linguists. The feedback they provided ranged from
remarks on lexical choice based on di�erences in
intra-lingual geographical variation between the
dialects of the translators and proofreaders (despite
both parties being native speakers of the language)
to the way in which Mozilla’s technology utilized
words to create automatic translations without
taking the morphological makeup of a word into
account. Amongst other things their comments in-
dicated that Mozilla’s tools do not make provision
for the noun class agreement system in the Nguni
languages, resulting in words translated in isolation
not appearing correctly in sentences. In some cases
the tools did not accommodate the length of words
in more descriptive sentences where words are more
morphologically complex.
Translators and proofreaders also found it di�cult
to perform the localisation because many of the lan-
guages do not currently have words for technologi-
cal terminology such as part-of-speech tagger or sen-
tence builder resulting in the choice between creat-
ing or establishing terminology which might alien-
ate potential users of the website, or using existing
English terminology which might create the per-
ception that the entire website has not been lo-
calised.

3.2 Text collection
Although a number of curated text corpora col-
lections already exist for all of the South African
languages, there are several complications to using
these corpora as example sentences for the Mozilla
Common Voice project. Firstly, almost all of these
corpora are distributed under CC-BY licenses, sim-
ilar to those used by open source initiatives such as
Wikipedia. This implies that only subsections of
these data sets (typically less than 10% of the origi-
nal article) qualify as CC0. Secondly, many of these
data sets are either sourced from government docu-
ments, speeches, and websites, or from religious ma-
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terial, such as the Bible. These texts represent very
speci�c domains, subject matter, as well as writing
style.
To mitigate these problems, we investigated the
possibility of sourcing text data from other web
sources that are commonly used in language tech-
nology development. For instance, Mozilla pro-
vides a set of text processing tools to harvest data
from Wikipedia. The tools could not be used “as
is” in this project, because the default English rule
set only allows sentences with ASCII characters.
However, most of the South African languages in-
clude diacritic markers encoded by UTF-8 charac-
ters. The rule set therefore had to be adapted to ac-
cept within-language UTF-8 characters but to reject
irrelevant ones.
One of the Mozilla selection rules speci�es that only
three sentences may be copied from a Wikipedia
page, but only if the article contains 10 or more sen-
tences. Many articles in South African languages
did not meet the 10-sentence limit and, as a result,
no sentences could be harvested from them. An-
other limitation that became evident is the lack of
lists of “disallowed words” in most of the languages.
These lists are used to prevent possibly o�ensive
words from appearing in the sentences. The text
collected from Wikipedia was also veri�ed using au-
tomatic Language Identi�cation (LID) (Puttkam-
mer et al. 2018, Hocking 2014)[8]. The veri�ca-
tion revealed that many articles contain text in lan-
guages other than the target language. These sen-
tences were discarded.
Although the Mozilla tools and Wikipedia could be
used to obtain some data in a few languages, the cur-
rent Wikipedia presence of the majority of the lan-
guages yielded less than a thousand sentences per
language. Moreover, the text collection did not pro-
duce any isiNdebele sentences because, at the time
of writing, the language did not have a presence on
Wikipedia.
Other sources of web-based text were subsequently
explored in an attempt to collect isiNdebele sen-
tences as well as additional data for the other
languages. These included the Leipzig Cor-

pora Collection (LCC) (Goldhahn et al. 2012),
OPUS (Tiedemann & Nygaard 2004) and the
FLORES-200 (Goyal et al. 2022) data sets. The
Mozilla tools were also used to collect sentences
from these sources, but with the restriction that no
more than 9.5% of any particular source was allowed
to be harvested. The resulting selections were also
veri�ed using LID and the same rules for discarding
unwanted characters were applied.
In addition to these pre-processing steps, the text
was sentence separated and frequency lists were
generated using CTexTools 2 (Puttkammer et al.
2018)[9]. Sentences or segments that did not in-
clude useful data (e.g. lines containing only tele-
phone numbers or punctuation) as well as lines that
did not constitute a well formed sentence (start-
ing with optional punctuation or numbering, then
a capital letter and ending with sentence ending
punctuation) were removed from the sentence sep-
arated data. The sentences were also �ltered to con-
tain between three and fourteen words but with an
absolute character limit of 99 [10]. Sentences in-
cluding numerals were also removed according to
the guidelines [11].
The frequency lists were then spell checked using
commercially available spelling checkers [12] devel-
oped by the Centre for Text Technology at the
North-West University in South Africa [13]. Using
the spell checked lists, all remaining sentences were
ranked according to the percentage correctly spelled
words they contain and only sentences with more
than 80% correctly spelled words were kept. To
ensure better coverage of the languages, these sen-
tences were then compared using the Levenshtein
edit distance [14]. Only sentences with less than 70%
overlap were included in the �nal set for each lan-
guage.
After completing the above mentioned steps, only
the Afrikaans and Setswana texts still contained
more than 5 000 sentences. This was partially due to
the fact that the initial corpora were relatively small.
Another contributing factor is an overlap of up to
80% between the web-based corpora like LCC and
OPUS. This observation seems to suggest that the
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text collections were probably obtained form the
same sources.
Searching for some of the terms in the Afrikaans list
of disallowed words revealed that adding this type
of �ltering is essential to prevent o�ensive words
and sentences from appearing in the sentences. A
similar process also indicated that there is a strong
presence of religious text in the harvested data, de-
spite a concerted e�ort to avoid religious and gov-
ernment publications. Appropriate �lters for these
types of texts will therefore also have to be designed
for each of the 10 languages under consideration be-
fore adding any text harvested from the web to the
Common Voice platform.

4 Future work
Immediate next steps in the project will be to ad-
dress the issues discussed in the previous section in
order to reach the target of 5 000 CC0 sentences per
language. The South African governmental web-
sites (*.gov.za) appear in all the o�cial languages
and the possibility to obtain additional text from
this source will be investigated. Once the required
number of sentences have been collected, the Com-
mon Voice websites will be ready for speech data col-
lection to start. The project will be promoted as
widely as possible with the aim to encourage lan-
guage communities across the country to become
involved. Hopefully these e�orts will be successful
to the extent that data collection can be followed
by dedicated speech technology development work-
shops.

Notes
[1] https://www.undp.org/sustainable-d

evelopment-goals, https://odi.org/
en/publications/leave-no-one-beh

ind-index-2019/

[2] https://commonvoice.mozilla.org/en

[3] https://creativecommons.org/share-

your-work/public-domain/cc0/

[4] All resources that were generated with govern-
ment grants are made freely available and are

accessible via the South African Centre for
Digital Language Resources’ Resource Cata-
logue: https://repo.sadilar.org/.

[5] In the Nguni languages spoken in South Africa
lwazi means knowledge or information.

[6] Intelligence Advanced Research Projects Ac-
tivity/Defense Advanced Research Projects
Agency

[7] https://pontoon.mozilla.org/projec

ts/common-voice/

[8] https://hdl.handle.net/20.500.1218

5/350

[9] https://hdl.handle.net/20.500.1218

5/480

[10] https://discourse.mozilla.org/t/

using-the-europarl-dataset-with-

sentences-from-speeches-from-the

-european-parliament/50184

[11] https://commonvoice.mozilla.org/se

ntence-collector/##/en/how-to

[12] https://spel.co.za/en/product/af

rican spelling checkers/

[13] https://humanities.nwu.ac.za/ctext
[14] https://metacpan.org/pod/Text::

LevenshteinXS
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