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Abstract
When performing a distant reading analysis of large
amounts of literary texts, we would like to be able
to automatically identify the high level structure or
story lines of these texts. Story lines are not always
linear, but contain transitions, such as �ashbacks
or changes of scenery. While working towards our
goal of identifying story lines in text, we �rst start
by identifying topic transitions. We propose a sys-
tem that aims to identify a boundary describing a
topic transition in the text. First, we split the text
in short snippets. Next, topics are assigned to each
of the snippets using LDA, a topic modelling ap-
proach. Based on this sequence of LDA topics, po-
tential transition boundaries between snippets are
identi�ed. Potential transitions occur between snip-
pets with the smallest intersection of the LDA top-
ics that occur on either side of the potential transi-
tion. If multiple potential transitions are available,
the system selects one at random. To evaluate this
system, we apply it to the concatenation of two texts
such that the real boundary is known. We provide
results of this system with respect to a random base-
line and an oracle system that always selects the best
transition when more than one possible transition
is available. The system consistently outperforms
the baseline. Future work will focus on extending
this system to allow for the identi�cation of multi-
ple transitions.
Keywords: topic modelling, LDA, boundary iden-
ti�cation

1 Introduction
With the availability of huge amounts of texts, in
depth literary analysis of all texts using manual close
reading approaches is infeasible. Distant reading ap-
proaches (Moretti 2013) that rely on the automatic
analysis of the texts should be considered instead.
The idea of distant reading is that the computer
can perform large scale and objective analyses of the
texts, in contrast to the more time consuming and
subjective manual analyses. (However, it is gener-
ally assumed that close reading approaches can pro-
vide a more �ne-grained analysis compared to the
distant reading approaches.)
One type of literary analysis deals with the identi-
�cation of story lines, that can be found, for in-
stance, in literary texts. Structuralist theorist Gérard
Genette discerns four important levels of a literary
text; order, duration, frequency and mood (Genette
et al. 1980). We focus on the �rst level, order, where
the sequence of events is viewed in relation to the
order of narration. Many literary texts do not fol-
low a linear story line, but apply literary techniques
such as the use of di�erent perspectives, di�erent
locations, or variations in the time line (e.g., �ash-
backs or �ashforwards). In particular, we are inter-
ested in the transitions that occur in the story lines
throughout a literary text. This allows for high level
comparisons, for instance, of writing styles of dif-
ferent authors or structural di�erences in texts from
di�erent genres.
Transitions in the story line can be seen as bound-
aries, separating the text into parts of the text that
have di�erent properties. How these parts are dif-
ferent depends on the type of transition, but be-
cause the text before the transition and that after
will be di�erent in some aspect(s), we may assume
that such transitions can be automatically identi-
�ed based on the di�erences between properties
of the part of the text before and after the transi-
tion.
In this article, we propose a method that aims to
automatically identify a topic transition in a text.
This method assumes that transitions can be identi-
�ed by considering changes that can be described by
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topics (as identi�ed using the Latent Dirichlet Al-
location, or LDA (Blei et al. 2003a), topic model).
In particular, we subdivide the text into smaller
snippets and apply LDA to these snippets to deter-
mine their topics. The method then analyses the se-
quence of LDA topics to identify potential transi-
tions between snippets. These potential transitions
occur at all positions where the intersection of the
sets of LDA topics that occur before and the LDA
topics that occur after the potential transition is the
smallest. In other words, the system �nds bound-
aries such that the topics occurring “on the left” of
the boundary is maximally di�erent from the topics
that occur “on the right” of the boundary. These are
positions where the text before and after the transi-
tion is di�erent on the basis of LDA topics.
To evaluate the method, we construct a text by con-
catenating two di�erent texts, such that the posi-
tion of the real transition is known. We then ap-
ply our method, which proposes the location of a
transition. The proposed transition is then com-
pared against the real transition. To measure how
well the proposed transition �ts the real transition,
the root mean squared error (RMSE) is computed,
which takes distance into account. Lower values for
RMSE are better. This system is evaluated against a
baseline (which does not use the LDA model) and
an oracle system (which always selects the best pos-
sible transition, in contrast to the proposed system
which makes a selection from all possible transitions
at random).
The LDA topic modelling system has a parameter
that indicates how many topics LDA may assign to
the snippets. As the system relies on the di�erences
between the topics on both sides of the potential
transition, we may expect that the number of LDA
topics will have an in�uence of the performance of
the transition identi�cation system. In fact, in or-
der to apply the system to the snippets of the text,
we need to de�ne the number of LDA topics be-
forehand, so it is useful to know more about the in-
�uence of the number of LDA topics on the per-
formance of the system to make an informed choice
when applying the system to a new text.

In this article we will focus on the following research
questions.

1. Can a system that identi�es a transition in a
text based on LDA topics of snippets outper-
form a random baseline?

2. What is the in�uence of the random selection
of the possible boundaries on the performance
of the LDA based system?

3. What is the in�uence of the number of LDA
topics on the performance of the LDA based
system?

To answer the �rst question, we will apply the sys-
tem and the random baseline to a text with a known
transition and compare the results. For the sec-
ond question, we compare the results of the system
against an oracle system, which always selects the
best of the possible boundaries. We also run the sys-
tem with several values for the number of LDA top-
ics and evaluate their performance to better under-
stand how to answer the third question.

2 Background
The system proposed in this article depends heav-
ily on the performance of LDA. Fortunately, there
has already been research on the performance of
LDA in di�erent settings. In particular, the length
of the documents given to LDA has a direct in�u-
ence of the performance of LDA. We will look at
this research �rst. Next, we brie�y discuss di�erent
ways of evaluating the performance of LDA, mostly
focusing on the limitations of evaluating LDA di-
rectly.
With respect to the automatic identi�cation of tran-
sitions in literary text, unfortunately, to our knowl-
edge there is not much previous research. Aurn-
hammer et al. (2019) performed a comparison be-
tween a close reading approach, which relied on
manually annotated Reddit posts and a distant
reading approach which relied on the identi�cation
of topics using LDA. Here the texts were already
separated (as they were individual posts), but this
work showed that there is a relationship between
manually annotated texts and LDA texts. Similarly,
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for instance, Huang & Huant (2013) and Zhou et al.
(2016) genereated story lines given a collection of
news articles. Gupta et al. (2009) aimed to visualise
story lines (from video data), but rely on weakly la-
belled data.

2.1 Length of LDA documents
Sbalchiero & Eder (2020) focused on the model �t-
ting process of topic modelling when applied to
long texts. In their study, they examined the per-
formance of LDA on literature text by splitting the
text using six di�erent sample sizes (500, 1000, 5000,
10000, 20000, and 50000). Based on this, they
found that there is a relationship between the length
of text chunks and the number of topics. Intu-
itively an extremely short text chunk and a large
number of topics will provide many very speci�c
topics, which causes the model to over�t. Reversely,
an extremely large text chunk combined with too
few topics will result in very broad, general topics
causing the model to under�t. Sbalchiero & Eder
(2020) state that given a corpus, the optimal num-
ber of topics is inversely proportional to the length
of text chunks. Therefore, the larger the size of the
text chunk, the lower the optimal number of top-
ics will be. However, they also mention that the ex-
treme cases where there are too many topics com-
bined with a very short sample chunk will over�t
the model and too few topics combined with an
extremely large text chunk will under�t the model.
From this statement, we can derive that the optimal
number of topics to size of the text chunk should be
in equilibrium. Sbalchiero & Eder (2020) conclude
that the best number of topics for di�erent sizes of
the samples should be evaluated using, for example,
the elbow method suggested by Kodinariya & Mak-
wana (2013).
According to Sbalchiero & Eder (2020), previous
studies have already demonstrated that LDA per-
forms well when applied to short texts, but there is
a lack of empirical evidence to show that LDA also
performs well on longer texts. Syed & Spruit (2017)
argue that longer text are less a�ected by noise in the
topic-word distributions, resulting in more coher-

ent topics. However, limited research has been done
on this subject.
Jockers & Mimno (2013) indicate that the ideal size
of the sample texts should be large enough to allow
for the proper measurement of word cooccurences,
but small enough that it can reasonably be assumed
to contain a small number of themes. They found
that applying LDA to full texts typically results in
vague topics. However, splitting texts into approx-
imately 1000 word samples, breaking at the near-
est sentence boundary, results in more highly inter-
pretable topics. Studies like Syed & Spruit (2017),
Blei et al. (2003b) and others suggest using abstracts
as a suitable size of sample texts.

2.2 Evaluation of LDA
LDA models can be evaluated using either extrinsic
or intrinsic methods. Extrinsic evaluation methods
measure LDA models’ performance on a secondary
task, such as document classi�cation or information
retrieval (Wallach et al. 2009). Intrinsic methods in-
clude measurements that help distinguish between
topics that are semantically interpretable and top-
ics that are artefacts of statistical inference. Usually
an intrinsic method rely on the estimation of the
probability of an unseen held-out data set given the
trained model (Wallach et al. 2009). Popular intrin-
sic methods are log-likelihood and perplexity mea-
sures, as well as topic coherence.
The log-likelihood approach measures how well an
LDA model �ts the data. The probability of a held-
out data set, not used during training, can be es-
timated in several ways, such as importance sam-
pling methods, harmonic mean, annealed impor-
tance sampling, a Chib-style estimator, or a left-
to-right evaluation algorithm (Wallach et al. 2009).
Perplexity can also be used to measure the quality of
the LDA model. Perplexity describes how well an
LDA model predicts a topic for a sample by com-
puting the normalised log-likelihood of a held-out
test set. A model will be considered good when
it has a high log-likelihood and, hence, a low per-
plexity score. Chang et al. (2009) have, however,
shown that the log-likelihood and perplexity scores
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have poor correlation to human judgement and are
sometimes even slightly anti-correlated.
Another approach deals with the top words found
in a topic. For each word, a vector representa-
tion can be created based on occurrences in large
amounts of texts. Based on these vectors, the LDA
topics can be evaluated by measuring the cosine dis-
tance between the words that describe the topic.
If words from the same topic are closer together,
the coherence is considered high. The underlining
idea behind topic coherence is the distributional hy-
pothesis of linguistics. The distributional hypothe-
sis states that words with similar meaning tend to
occur in similar contexts (Harris 1954).
Note that, ideally, human topic rankings should
be available, to compare the LDA topic coherence
scores to the human topic rankings. Unfortunately,
in most cases topics identi�ed by humans are not
available and researchers have to rely on some auto-
matically computed coherence score alone.

3 Methodology

3.1 Systems
The transition identi�cation system that we pro-
pose in this article consists of four steps. First, it
takes the input textT and subdivides the text into n
snippets: S = 〈s1, . . . , sn〉, whereT = s1⊕s2⊕· · ·⊕sn
with⊕ the concatenation operator. Second, this se-
quence of snippets (S) is given to the LDA system,
which essentially provides a mapping LDA, which
results in a sequence of LDA topics: LDA(S) =
〈LDA(s1), LDA(s2), . . . , LDA(sn)〉. Third, poten-
tial transitions are identi�ed. Each position between
two snippets, (sx, sx+1) in the sequence (with x =
1 . . . n − 1) is considered. For each of these posi-
tions, the size of the intersection of the set of LDA
topics before this position and the set of LDA top-
ics after the position is computed. The minimum
value of all of these intersections indicates the best
potential transition and there may be several po-
sitions that have the same minimum intersection
sizes: argminnx=1 |

⋃x
i=1 LDA(si) ∩

⋃n
j=x+1 LDA(sj)|.

Finally, the system selects one of the potential tran-

sitions. If there are multiple potential transitions, it
selects one at random.
The transition identi�cation system is compared to
two other systems: a baseline and an oracle system.
The baseline system does not use any LDA infor-
mation, but selects a transition at random from all
possible positions between the snippets. This sys-
tem serves as a lower limit. In contrast, the oracle
system follows the regular transition identi�cation
system with one di�erence: when multiple poten-
tial transitions are identi�ed, this system selects the
best of these potential transitions. In other words,
it makes use of information of where the real transi-
tion can be found. This method serves as an upper
limit.

3.2 Data
In order to properly evaluate the performance of
the system, we need to apply the system to a text
in which the transition is known. For this, we cre-
ate a text by concatenating two source texts that we
know discuss di�erent topics. Here, we used two
books as source texts: Utilitarianism (Mill 1861) and
Hide and Seek (Collins 1861). Straightforward pre-
processing is applied to these text: stopwords are re-
moved using NLTK[1], as these words occur so fre-
quently that they do not help in identifying LDA
topics of the snippets (but they do have an impact
on the size of the snippets). Additionally, the text
is lower cased, lemmatised, and punctuation is re-
moved using spaCy[2].
From these two books, we selected the �rst 25 snip-
pets of 500words each, resulting in a list of 50 snip-
pets in total with the known transition after25 snip-
pets. Table 1 shows a sample from both of the source
texts.

3.3 Experimental settings
As mentioned before, the transition identi�cation
system relies on LDA to identify topics for each of
the snippets. LDA has a parameter that sets the
number of topics that LDA is allowed to assign to
the snippets. As this is a manually assigned param-
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Table 1: Sample from each of the two source texts.

Source text Sentence:

Mill (1861) desire di�erent thing desire happiness love music desire health They included happiness
They elements desire happiness made Happiness abstract idea concrete whole parts
And utilitarian standard sanctions approves Life would poor thing ill provided sources
happiness provision nature things originally indi�erent conducive otherwise associated
satisfaction primitive desires. . .

Collins (1861) ruddy face suddenly turned pale left circus determined �nd really going behind red
curtain He walked round outside building wasting time found door apply admission At
last came sort passage tattered horse-cloths hanging outer entrance You can’t come said
shabby lad suddenly appearing inside shirt sleeves Mr. Blyth took half-a-crown I want
see deaf dumb child directly Oh right go muttered lad pocketing money greedily
Valentine hastily entered passage As soon inside sound reached ears heart sickened
turned faint No words describe horror helplessness moan pain dumb human creature. . .

eter, we can vary this parameter in the experiments.
In the experiments described in this article, we var-
ied the number of LDA topics from two to 30 in
steps of two. For each of the number of LDA top-
ics, the system is run 100 times (as LDA may lead
to slightly di�erent results due to a random factor.)
We provide the median, average, and standard devi-
ation results for each of these settings.

3.4 Evaluation
To measure how well the di�erent systems perform,
we need to decide on an evaluation metric. We are
interested in �nding a transition that is as close as
possible to the real transition (the real transition is
known as we have essentially created a text by con-
catenating two di�erent texts). In other words, we
would like to have an evaluation metric that takes
into account the distance between the proposed
and real transition. For this, we use the root mean
squared error, which is de�ned as follows:

RMSE =

√∑n
i=1
(
pi − r

)2

n

where n is the number of runs, pi is the position of
the proposed transition position (which can range
from one to 49) in run i (which ranges from one

to 100, as we run the system 100 times due to the
random factor of LDA and the random selection
in case of multiple possible transitions) and r is the
position of the real transition (at position 25). The
scikit-learn Python package[3] was used to calculate
the RMSE.
Note that this approach does not directly evaluate
the performance of LDA, but instead focuses on
how well the overall system identi�es the bound-
aries. In other words, we perform an extrinsic eval-
uation.

4 Results
To investigate the performance of the transition
identi�cation system, we provide the RMSE results
of the system as well as the random baseline and or-
acle system in Table 2. This table also shows this in-
formation for each of the settings for the number of
LDA topics.
From these results we see that the RMSE of the base-
line is around 15. Note that the baseline always se-
lects a random position for the transition, which
may range from one to 49, with the real transition
at position 25.
Our system performs perfectly with two LDA top-
ics as can be seen by the RMSE of0.0 and a standard
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Table 2: RMSE results of each system for the range
of LDA topics. Note that the baseline does not rely on
LDA and hence has no # LDA topics provided.

system # topics median mean sd

Baseline 15.0 14.603 1.067

Our 2 0.0 0.000 0.000
Our 4 0.0 0.957 2.941
Our 6 0.0 2.943 5.357
Our 8 0.0 5.814 7.437
Our 10 6.0 7.229 7.390
Our 12 6.5 9.543 8.576
Our 14 6.0 8.371 9.305
Our 16 9.0 10.057 8.485
Our 18 9.0 10.671 8.759
Our 20 12.0 12.914 8.165
Our 22 9.5 12.114 9.454
Our 24 10.5 12.086 7.910
Our 26 10.5 11.014 8.893
Our 28 10.0 12.886 8.596
Our 30 10.0 12.129 9.119

Oracle 2 0.0 0.000 0.000
Oracle 4 0.0 0.471 2.263
Oracle 6 0.0 0.843 3.242
Oracle 8 0.0 1.843 4.652
Oracle 10 0.0 3.429 6.788
Oracle 12 0.0 3.000 6.347
Oracle 14 0.0 2.514 6.611
Oracle 16 0.0 1.243 4.206
Oracle 18 0.0 1.543 4.989
Oracle 20 0.0 2.429 6.135
Oracle 22 0.0 1.700 5.176
Oracle 24 0.0 0.714 2.649
Oracle 26 0.0 1.714 5.491
Oracle 28 0.0 1.229 4.304
Oracle 30 0.0 0.914 3.202

deviation of 0.0 (remember, lower values of RMSE
are better as they relate to the distance of the posi-
tion of the proposed transition compared to the po-
sition of the real transition). In each run, exactly the
right position for the transition is identi�ed. E�ec-
tively, LDA identi�es that there are two main topics
that can be identi�ed in the complete text and these
correspond to the two original texts that were con-
catenated.
The performance of our system gradually deterio-
rates when more LDA topics are made available.
When four LDA topics are available, the perfor-
mance is still quite good with a RMSE of 0.957, but
the standard deviation is already 2.941, which indi-
cates that if a wrong transition is identi�ed it may
be relatively far away from the real position.
Increasing the number of LDA topics generally de-
creases the performance. Overall, the mean RMSE
becomes larger, indicating that more often incorrect
positions for the transition are proposed. The stan-
dard deviation also becomes relatively large, which
again indicates the spread of proposed transitions.
Note that the median also becomes larger which
emphasises the larger spread. The slight improve-
ment of the system at 22 LDA topics is probably
due to the random factors of LDA and the selection
of the proper transition. The standard deviation is
relatively large, so it is unlikely to be a real improve-
ment.
If we now consider the performance of the oracle
system, we see that the oracle system, like our sys-
tem, performs well with low number of available
LDA topics. The fact that our system already per-
formed perfectly with two LDA topics means that
the oracle system cannot improve as our system al-
ready always selects the best position for the tran-
sition. However, with four available LDA topics,
sometimes the oracle system leads to runs that do
not contain the correct transition. Here we can see
the impact of the random factor of LDA as the or-
acle system always selects the best transition posi-
tion. Incorrect possible transitions are also found,
which leads to a lower score for our system with four
LDA topics. The performance of the oracle system
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also deteriorates with larger number of LDA top-
ics, which means that the correct transition cannot
be found in any of the proposed transitions accord-
ing to the sequence of LDA topics. However, the
median remains at 0, indicating that often the cor-
rect transition is proposed. There are runs in which
the random factor of LDA leads to sets of possible
transitions where the correct transition is not pro-
posed. In other words, the lower performance of
the oracle system with larger number of LDA top-
ics is the result of the random factor in the LDA sys-
tem, whereas the di�erence between the oracle sys-
tem and our system can be attributed to the random
selection of transitions when multiple possible tran-
sitions are identi�ed.
To support the idea that the number of poten-
tial transitions increases with the number of LDA
topics, we can look at the correlation between the
number of LDA topics and the number of pos-
sible boundaries. Computing Pearson’s product-
moment correlation results in a moderate signi�-
cant (p < .0001) correlation between the number of
LDA topics and the number of possible boundaries
with r = .698 (an r > .70 is considered a strong cor-
relation). Figure 1 shows the relationship between
the number of topics and the number of possible
boundaries the system identi�es. The x-axis of the
graph shows the number of LDA topics and the y-
axis the number of potential transitions identi�ed
by the system. Note that the transparency of the
points in the graph indicate how frequently that sit-
uation occurs, with darker points having higher fre-
quency. We see that when increasing the number of
LDA topics indeed increases the number of possible
positions for the transitions. This results in situa-
tions where our transition identi�cation system has
a harder time as there are more possible transitions
to choose from. The line is computed using the lo-
cal polynomial regression �tting and the shaded area
indicates the 95% con�dence interval.

5 Discussion
Ultimately, we are interested in the transitions that
occur in the story lines throughout a literary text.
However, given the nature of story lines, this task

0

5

10

15

20

10 20 30
# LDA topics

#
of

po
te

nt
ial

tra
ns

iti
on

s

Figure 1: The relationship between the number of
LDA topics and the number of possible transitions
proposed by the system. Darker points indicate higher
frequency of that situation. The line indicates the lo-
cal polynomial regression fitting and the shaded area
around the line represents the 95% confidence interval.

is di�cult to achieve. A more contained problem is
that of identifying transitions in the topics of liter-
ary text. There should be no argument of where the
topic transitions occur in the text, therefore the al-
gorithm can be evaluated against a clear answer. We
propose to build on this algorithm in the future so
that it can also identify story line transitions.
In this article, we proposed a system that aims to
identify topic transitions in the story line in a text by
�rst subdividing the text into smaller snippets. This
sequence of snippets is used as the input to LDA,
which assigns topics to each of the snippets. Next,
based on the size of the intersection of the LDA
classes of the snippets “to the left” and “to the right”
of each of the positions between snippets, the best
potential transitions are identi�ed. If multiple po-
tential transitions are found, one is selected at ran-
dom.
The reasoning behind using the size of the intersec-
tion of the LDA topics on both sides of the poten-
tial transition is that transitions will show a change
of topics. The current system assumes that the top-
ics at one side of the transition will not occur at
the other side of the transition (or at least less fre-
quently). This means that the approach described
here relies on the performance of LDA in assigning
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the correct topics.
We have evaluated the system with snippets from
two texts. One may assume that it would be eas-
iest to identify the transition between the texts if
only two LDA topics are requested. The results
show that this is indeed true. However, it may be
the case that the snippets from one source text al-
ready contain two or more topics. In that case, LDA
may have problems assigning the right topics to the
snippets. Essentially, in that case, under�tting will
occur. This corresponds to the idea described by
Sbalchiero & Eder (2020).
It is interesting, however, that the performance goes
down if the number of LDA topics goes up. The
system does not directly evaluate the performance
of the LDA system, it only relies on the intersec-
tion of the topics. From this, we can conclude
that increasing the number of LDA topics results
in the creation of topics that occur frequently on
both sides of the potential transitions, which essen-
tially introduces noise when trying to decide on the
best transition. This again, shows that the system is
over�tting the data, again following the results from
Sbalchiero & Eder (2020).
Based on the results, we see that the proposed sys-
tem can be used to identify transitions in a text. The
system is relatively stable, even if the system tries
to assign more LDA topics than are represented
in the text, the system still has reasonable perfor-
mance. Currently, however, several variables have
not been evaluated yet, such as the in�uence of the
actual texts, and the length of the snippets. We
already know (again, based on Sbalchiero & Eder
(2020)) that there is a relationship between these
variables.

6 Conclusion
In this article, we aimed to answer three related re-
search questions. The �rst question focused on the
performance of the transition identi�cation system
that we introduced in this article. This system sub-
divides a longer text into smaller snippets, which are
the input to LDA. The system then tries to identify
possible transitions by considering the size of the in-

tersection of the LDA topics on either side of the
possible transition, which may occur between each
pair of snippets. The positions that show the small-
est intersection are considered possible transitions
and if more than one is found, the system selects one
at random.
The system consistently outperforms the baseline,
indicating that the information that comes from
LDA is indeed useful. When more LDA topics are
requested, the performance goes down, but perfect
results were found when LDA was run with only
two topics.
The second question dealt with the in�uence of
the random selection of the system in case multiple
transitions were found. We saw that an oracle sys-
tem, which always selects the best transition, leads
to somewhat better results, but even with the ora-
cle system, the performance drops when using more
LDA topics. Sometimes the oracle system does lead
to perfect results and sometimes it does not, which
is the in�uence of the random factor in the LDA sys-
tem.
The third question focused on the in�uence of the
number of LDA topics the system used. We see
from the result that increasing the number of LDA
topics leads to lower results. This means that with
higher numbers of LDA topics, additional topics
that do not really seem to describe proper topics are
assigned to snippets in the text. We can conclude
this as they in�uence the performance of the system
as more topics can be found on both sides of the po-
tential transitions. Essentially, this introduces more
noise in the LDA topics, due to over�tting.

7 Future work
The research described in this article shows good re-
sults, but also raises questions that should be ad-
dressed in future work. Speci�cally, we identify
three main areas for future work.
First, the current system only identi�es one tran-
sition in a text. Future work will need to focus
on extending the system to allow for the identi�ca-
tion of multiple transitions. The same evaluation
strategy can be taken as it is possible to concatenate
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three or more texts together. However, the evalua-
tion metric will need to be adjusted to handle mul-
tiple boundaries. This scenario, however, is closer
to the scenario we would �nd with a real text. It
is yet unclear, exactly how the identi�cation of the
transitions will then need to take place. Perhaps a
probabilistic approach which assigns probabilities
for each of the positions between snippets, com-
bined with a threshold may work. It is also unclear
what the in�uence of the number of LDA topics
will be.
Second, the current experiments were only per-
formed on snippets from one pair of texts. Some
of the speci�c results we found (such as the drop in
performance around 22 topics) may be attributed
to those texts. Experiments on additional pairs of
texts, for instance, closer related semantically, may
provide more insight in the actual behaviour of the
system.
Finally, We may want to investigate the in�uence
of the length of the snippets that are being used
when assigning the LDA topics. From previous
work, we know that LDA needs texts of a particu-
lar length in order to get reasonable probabilities to
learn the topic model, but very short snippets (e.g.,
sentences) allow us to better identify the transitions
in the text. Alternatively, we may use paragraphs as
snippets, if we assume that no transition will occur
within a paragraph.

Notes
[1] https://www.nltk.org/

[2] https://spacy.io/

[3] https://scikit-learn.org
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