
Proceedings of the International Conference of the Digital Humanities Association of Southern Africa 2021

Morphology-based investigation
of di�erences between spoken
and written isiZulu
Marais, Laurette
CSIR
laurette.p@gmail.com
Wilken, Ilana
CSIR
iwilken@csir.co.za

Abstract
Research attempting to describe and quantify the
di�erences between spoken and written language
has been done for languages such as English, but
not for isiZulu. In this paper, we present a quan-
titative investigation into such di�erences by con-
sidering the morphology of tokens in a transcribed
spoken isiZulu corpus and a written isiZulu cor-
pus. We use morpheme tags as a proxy for features
that typically di�er between spoken and written lan-
guage, and calculate relative di�erences of the oc-
currence of speci�c morpheme tags from analyses
produced by ZulMorph, a �nite-state morphologi-
cal analyser for isiZulu. This analysis presents infor-
mation that could inform the development of voice-
enabled computer applications for isiZulu.
Keywords: spoken language, written language,
voice computing, isiZulu

1 Introduction
Studies investigating the di�erences between speech
and writing have been conducted by researchers
from various �elds for a variety of reasons. From
an anthropological perspective, understanding such
di�erences contribute to the study of cultural evo-
lution and the role that writing and literacy play
in human culture. Educators and psychologists
have studied the di�erences in order to understand
the cognitive factors a�ecting acquisition of both
modalities, while an understanding of the lexical
and grammatical di�erences of the two modalities
has been the focus of linguists and language teach-

ers (Akinnaso 1982, Olson 1996, Hung 2017).
In this work, we study the di�erences between the
spoken and written modalities with a di�erent aim:
to inform design choices in the development of
spoken language applications for isiZulu, especially
given its resource scarce context.
When developing voice-enabled computer applica-
tions for a given language, it is important to have
an understanding of the typical features of the spo-
ken form of the language. Moreover, since corpora
used for language modelling are often based on writ-
ten text, it is useful to have an understanding of the
di�erences between the spoken and written forms
of the language. Features that are known to occur
more frequently in spoken language could be con-
sidered during development, whether by engineer-
ing rules to deal with them appropriately or by en-
suring that systems are trained on corpora that ex-
hibit the desired features in a balanced way. This
is especially important in a resource scarce context,
where existing data may not perfectly �t the in-
tended use case and where informed decisions must
be made in order to utilise the data most e�ec-
tively.
Research attempting to describe and quantify the
di�erences between spoken and written language
has been done for languages such as English, but
not for isiZulu. In this paper, we present a quan-
titative investigation into such di�erences by con-
sidering the morphology of tokens in a transcribed
spoken isiZulu corpus and a written isiZulu cor-
pus. We use morpheme tags as a proxy for features
that typically di�er between spoken and written lan-
guage, and calculate relative di�erences of the oc-
currence of speci�c morpheme tags from analyses
produced by ZulMorph (Pretorius & Bosch 2003),
a state-of-the-art �nite-state morphological analyser
for isiZulu.

2 Spoken and written language
One of the prominent themes in studies of dif-
ferences between spoken and written language has
been “disentangling the numerous factors that
codetermine di�erences between spoken and writ-
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ten language” (Redeker 1984), of which the most
important are “the amount of planning, the con-
ventionally expected level of formality in the situ-
ation, the nature and size of the audience, and the
subject matter”. In order to study speci�c di�er-
ences, researchers have often opted to control for
these codetermining factors in various ways: for ex-
ample, a study of lexical di�erences in Dutch by
Drieman (1962) was based on the assumption that
topic, participants and the circumstances of obtain-
ing data from participants should not vary (Akin-
naso 1982), while Redeker (1984) studied the di�er-
ences in degree of involvement/detachment as well
as fragmentation/integration by keeping planned-
ness, formality and audience constant.
In this work, our aim is not to study features that
di�er between written and spoken isiZulu in a gen-
eral way, but to understand the nature of the di�er-
ences between the kind of language data for isiZulu
that is readily available (namely written corpora)
and the kind of isiZulu that voice-enabled applica-
tions would be expected to model. This reduces the
need to control for various codetermining factors,
since the goal of the work is not primarily a linguis-
tic or discourse analytic result, but a characterisa-
tion of required resources in relation to available re-
sources.
What language modelling resources would be ideal
for the development of voice-enabled applications
for isiZulu? To answer this, we need to understand
typical use cases for such applications.
While it is almost impossible to predict the ways in
which technology may be applied to improve the
lives of people, a useful starting point is to consider
where written and spoken language are typically
used. As Akinnaso (1982) notes, the two modal-
ities are often found in “complementary distribu-
tion” in society: “natural conversations are always
carried out in spoken language, whereas, in mod-
ern industrial societies, speech is inappropriate for
much bureaucratic communication such as apply-
ing for a job, requesting social services, �lling out tax
and credit application forms, and so on.” From this
description it is clear that the “modern industrial so-

cieties” in view are assumed to have high levels of lit-
eracy in the language in question. In South Africa,
however, literacy rates are low and home language
literacy rates even more so (Posel 2011), which seems
to indicate that spoken isiZulu is used beyond the
“natural conversations” mentioned by Akinnaso.
Presumably, therefore, voice-enabled applications
for isiZulu could prove useful in a larger variety of
domains than might be the case for the languages of
societies with high levels of literacy. This conclusion
does not point to the requirement of a very speci�c
kind of spoken language modelling resource, and
therefore, presumably, any data comprising sponta-
neous spoken isiZulu, and perhaps especially spo-
ken dialogue, would be suitable.

3 Resources and methodology
The basic requirements for performing an inves-
tigation into the di�erence between spoken and
written isiZulu are, in the �rst place, suitable cor-
pora that exhibit the features of the two modal-
ities, and secondly, in the case where the identi-
�ed corpora are not annotated in some way, a nat-
ural language processing tool that could enable a
form of quantitative analysis. For a morphologi-
cally rich language, such as isiZulu, where many
grammatical features are marked in the morphol-
ogy, a morphological analyser provides a suitable in-
stance of the latter. The South African NCHLT
project delivered both written (Eiselen & Puttkam-
mer 2014) and spoken (De Vries et al. 2014) cor-
pora for isiZulu, although the spoken corpora do
not exhibit spontaneous speech. It was compiled
by recording written prompts and hence cannot
be assumed to exhibit typical features of spoken
isiZulu. In contrast, van der Westhuizen & Niesler
(2018) compiled a corpus from transcribed South
African soap opera data, mainly for the purposes
of studying code-switching between various South
African languages. The complete corpus contains
�ve languages, namely English, isiXhosa, isiZulu,
Setswana and Sesotho, and includes many code-
switched segments, along with a few thousand
monolingual isiZulu utterances. The authors note
that a comparison of the transcriptions with the
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original scripts for the episodes shows “a strong ten-
dency in the actors to ad-lib”, and they therefore
conclude that the corpus can be considered as spon-
taneous speech.
Having identi�ed suitable corpora, our methodol-
ogy can be summarised as follows:

1. From available literature, compile a list of fea-
tures that characterise the di�erence between
spoken and written English.

2. Identify, where possible, concrete measures of
these features (or related features) for isiZulu
that can be achieved by analysis of the surface
forms of the text or morphology-based analy-
sis.

3. Perform the analysis on the spoken and writ-
ten corpora and compare the results.

3.1 Features to be investigated
Table 1 lists a number of features compiled from
the literature on spoken and written English (Akin-
naso 1982, Redeker 1984, Cornbleet & Carter 2001,
Zhang 2019, Tottie 1991) and Dutch to a lesser de-
gree (Drieman 1962). For each feature, we indicate
which kind of analysis was performed, namely ei-
ther a simple textual analysis of the surface forms or
an analysis of morpheme tags. For a number a fea-
tures, such as eg. false starts, it was determined that
this method would not be su�cient to shed light on
the feature - syntactic or even semantic information
would be necessary - and hence these features were
not investigated.

3.2 Corpus preparation
The spoken corpus was extracted from transcrip-
tions of South African soap opera episodes (van der
Westhuizen & Niesler 2018). In total, 4 362 entirely
monolingual isiZulu utterances were extracted, and
this served as the spoken isiZulu corpus. The num-
ber of tokens contained in the monolingual isiZulu
corpus was 13 929.
The written corpus was extracted from the
NCHLT isiZulu text corpus (Eiselen & Puttkam-

mer 2014), which consists mostly of government
related texts. A corpus “equivalent” in size to
the spoken corpus could be composed in at least
two ways: either by including an equal number
of utterances, or an equal number of tokens. As
discussed in Section 4, the analysis was done on
the token level, and so extracting a subset of the
NCHLT corpus was done by selecting complete
sentences from the corpus at random until the
same number of tokens was reached as the spoken
corpus. In the end, the written corpus contained
712 utterances and 13 943 tokens.
For the purposes of this work, these two corpora
were assumed to represent the two modalities of
isiZulu with regards to, in the case of the writ-
ten corpus, what is typically available to devel-
opers of natural language processing applications,
and in the case of the spoken corpus, spontaneous
isiZulu dialogue, which is the kind of language
voice-enabled isiZulu applications would typically
have to model.

4 Morphology-based analysis
The ZulMorph analyser represents the state-of-the-
art in isiZulu morphological analysis. It also has
a substantial lexicon with over 20 000 roots and
stems (Pretorius & Bosch 2009). A known e�ect
of morphological analysis is the possibility of mul-
tiple analyses per token, and this is also the case
with ZulMorph, which might produce as much as
20 possible analyses for some tokens. The applica-
ble analysis for a token occurring in the context of
a speci�c utterance would typically be determined
via some disambiguation process, perhaps via a con-
straint grammar. In the absence of such a resource,
it is not a simple task to determine which of the pos-
sible analyses for any given token is the correct one.
The use of any other heuristic for performing dis-
ambiguation is likely to introduce unpredictable er-
rors and biases, especially if the goal is to count the
occurrences of speci�c morpheme tags.
One way of overcoming this problem is simply
to consider all analyses. Admittedly, the absolute
counts of speci�c morphemes in such sets would
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Table 1: Typically di�erent features of spoken and written English

Feature Surface analysis Morphology-based analysis
Length of text X
Length of words X
Monosyllabic words X
Variety in vocabulary X
Number of attributive adjectives X
Number of verbs X
Subordinate vs coordinate constructions
Declaratives and subjunctives vs X
imperatives, interrogatives, and exclamations
Passive vs active voice X
De�nite articles vs demonstratives X
Gerunds X
Participles
Modal and perfective auxiliaries X
Deliberate organization of ideas
False starts, repetitions, digressions
Negation X
Time relationships X
Personal discourse markers X

not be indicative of anything. However, the rel-
ative counts of the all possible analyses from the
two corpora would still be signi�cant. For example,
suppose we wanted to investigate the occurrence of
negation in two distinct corpora of 100 tokens each,
and suppose the analyser returned about 500 analy-
ses in total for both corpora. This would mean that
the “overgeneration” of analyses on the two corpora
were more or less equal, which implies similar pat-
terns of overgeneration in both corpora. If we then
found that the �rst set of analyses contained 81 to-
kens with negative pre�x morphemes and the sec-
ond set of analyses contained only 43, we could not
conclude that about 16% of tokens in the �rst corpus
exhibited negation in comparison to about 8% in
the second corpus, because we do not know which
kinds of tokens contributed relatively more possible
analyses. However, we might reasonably conclude
that the �rst corpus exhibits about twice as much
negation as the second corpus.
As it happens, the e�ect of applying the ZulMorph
analyser to the spoken and written isiZulu corpora

did result in sets of analyses of similar size. Speci�-
cally, of the 13 929 tokens in the spoken corpus, the
analyser produced analyses for 12 073 of the tokens,
while for the written corpus of 13 943 tokens, the
analyser produced analyses for 12 129 of the tokens.
In total, the analyser produced 67 199 analyses for
the spoken corpus and 70 345 analyses for the writ-
ten corpus, giving a ratio of 1 to 1.05. We deem this to
be su�ciently similar to assume that relative counts
in the two corpora are indicative of relative occur-
rences of speci�c morpheme tags. Essentially, our
assumption is that the context provided by existing
results for English, combined with a reasonable rel-
ative measure for isiZulu, provides a useful indica-
tion of the di�erences between the two isiZulu cor-
pora in question.
Speci�c morpheme tags were identi�ed as repre-
senting or relating to speci�c features, such as neg-
ative pre�xes representing negation. Appendix A
contains a table that shows the mapping from fea-
ture to tags in the �rst two columns, followed by ab-
solute counts and their relative di�erence in the fol-
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lowing columns. Features that could be investigated
via simpler means were approached in the following
way:
Length of text The spoken language text exhib-
ited shorter utterances than the written text, which
is contrary to what was found in some of the liter-
ature (Drieman 1962). We expect this to be due to
the nature of the spoken corpus, which is typically
dialogue, and hence may exhibit a degree of inter-
ruptions not included in Drieman’s data.
Length of words For this feature, we calculated
the average lengths of the words in the corpora. We
found an average length of 6.5 characters per word
for the spoken corpus compared to 8.2 characters
per word in the written corpus, consistent with the
literature.
Monosyllabic words A naı̈ve de�nition of mono-
syllabic words was used to make this comparison,
namely that they are words consisting either of a
vowel, or a vowel preceded and/or succeeded only
by consonants. This yielded 138 such words in the
written corpus compared to 949 in the spoken cor-
pus, which is consistent with the literature.
Variety in vocabulary For this feature, we �rst
considered the number of unique tokens. In the
spoken corpus, 4 670 unique tokens appear in the
set of 13 929 tokens, while in the written corpus, 7
920 unique tokens appear in the set of 13 943 to-
kens, giving a ratio of 1 to 1.6. Then, we counted
unique verb roots and noun stems, with the spoken
corpus containing 1194 and the written corpus con-
taining 1586, giving a ratio of 1 to 1.33. Hence, this
feature is also consistent with the literature, and the
results additionally suggest that the written corpus
contains more morphological variety.

5 Discussion
In order to improve the readability of this section,
all numbers mentioned refer to the frequency of
some morpheme tag in the spoken corpus relative
to the written corpus. For example, a relative fre-
quency of 10 means that the tag in question ap-
peared 10 times more frequently in the spoken cor-
pus than in the written corpus.

The �rst result to note is that of verbs and copula-
tives. While the spoken corpus contains 4 362 ut-
terances, the written corpus contains 712, which is
a ratio of about 6 spoken utterances to every writ-
ten sentence. However, two typical kinds of verb
phrases, namely verb based and copulative based
verb phrases, occur only 2 and 3 times as often in the
spoken corpus. This is surprisingly low, and seems
to indicate that the utterances in the spoken corpus
tend to lack verb phrases. This may be because of in-
terruptions that occur during a dialogue, or it may
be some form of ellipsis.
A feature that stands out, however, is the impera-
tive, as suggested by the relative frequencies of the
imperative pre�x (about 10) and imperative su�x
(almost 7). This is consistent with the summary
provided by Akinnaso (1982), who mentions imper-
atives alongside interrogatives. In our experiment,
both interrogative tags in the ZulMorph tagset had
a relative frequency of about 4. This is especially in-
tuitive considering the nature of the spoken corpus,
which typically takes the form of a dialogue between
characters in a soap opera. It is therefore also unsur-
prising that the relative frequency of the �rst person
singular morpheme tag is 7.5, while the second per-
son singular tag has a relative frequency of almost 3.
We note that the �rst and second person plural tags
have signi�cantly lower relative frequencies, namely
1.5 and 0.9, respectively. In fact, the second person
plural is one of only two features to have relative fre-
quencies below 1, indicating that the feature occurs
more frequently in the written corpus. However, in
this case, the number is very close to 1, and therefore
rather indicates that the feature occurs equally fre-
quently in both corpora.
The other feature occurring more frequently in the
written corpus is the passive voice, which again ac-
cords with the literature for English. Here, the pas-
sive voice is almost twice as frequent in the written
corpus as in the spoken corpus.
We note that the negative pre�x has a relative fre-
quency of about 2.5, consistent with the literature
for English. isiZulu does not have an explicit de�-
nite or inde�nite article, but demonstratives have a
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relative frequency of about 2. Cornbleet & Carter
(2001) state that “various di�erences” can be found
between written and spoken English with regards to
time relationships, and in this work we see that es-
pecially the use of the future tense is more frequent
in the spoken corpus, although the past tense also
occurs slightly more frequently.
One instance where a clear con�rmation was not
found was in the case of gerunds, which we approx-
imated for isiZulu by counting noun stems from
class 15, the class of in�nitive nouns (Poulos & Msi-
mang 1998). Contrary to gerunds in English, the
spoken isiZulu corpus did not exhibit fewer in�ni-
tive nouns than the written corpus. This is likely
due to the fact that in�nitive nouns in isiZulu are
not su�ciently equivalent to gerunds in English: in-
deed, in�nitive nouns have a “dual nature” (Pou-
los & Msimang 1998), and a more syntactically in-
formed investigation would be required to di�er-
entiate their nominal and verbal usage in the two
modalities.
Our investigation has shown a basic similarity be-
tween isiZulu and more well-studied languages,
such as English, for features that can be identi-
�ed morphologically. The similarities found on the
morphological level would suggest that other rel-
ative di�erences between spoken and written lan-
guage at the syntactic and semantic levels, may also
be exhibited by isiZulu.

6 Conclusion and future work
In this study, we performed a quantitative compar-
ison between a corpus of written isiZulu and a cor-
pus of spontaneous spoken isiZulu. The compar-
ison was mainly done on morphological analyses
of the corpora obtained via a �nite-state morpho-
logical analyser, and the methodology followed al-
lowed for estimates of relative occurrences of mor-
pheme tags in the corpora. The morpheme tags
were chosen to represent or relate to features that
are known to di�er between written and spoken En-
glish. Broadly speaking, it was found that isiZulu ex-
hibits many of the di�erences in its spoken and writ-
ten modalities that languages such as English (and

Dutch) exhibit. Our results also provide a quan-
titative characterisation of these di�erences, which
could inform the development of voice-enabled
applications for isiZulu in a resource scarce con-
text.
One aspect of the resource scarcity of isiZulu is the
available tools for analysing corpora. While the Zul-
Morph analyser was able to provide reliable mor-
phological analyses of tokens in the corpora, no dis-
ambiguation tool currently exists, and this had a sig-
ni�cant impact on the methodology and the kinds
of conclusions that could be drawn, namely that we
had to express the di�erences between the corpora
in relative rather than absolute terms. Additionally,
as evidenced by the results obtained by the approx-
imation of gerunds in English by in�nitive nouns
in isiZulu, a purely morphological approach is not
su�cient to investigate some grammatical features,
and hence a syntactically informed tool, such as a
parser, would enable more complete and accurate
results.
Currently, however, morphological analysers exist
for some of the other Nguni languages, includ-
ing isiXhosa (Pretorius & Bosch 2009), as well as
Setswana (Pretorius et al. 2005), both of which
are also included in the multilingual soap opera
corpus, and so similar morphology-based inves-
tigations could also be performed for these lan-
guages.
Another possibility would be to investigate social
media text in isiZulu, in order to compare it with
both the written corpus and the spontaneous spo-
ken corpus used in this work. In his doctoral thesis,
Wikström (2017) investigates “talk-like tweeting” in
English as part of a study of “linguistic and metalin-
guistic practices in everyday Twitter discourse in re-
lation to aspects of speech and writing”. A com-
parison of social media text to corpora that repre-
sent the speech and writing modalities of in a more
traditional way, could shed light on the extent to
which social media text corpora could provide use-
ful data for language modelling in voice-enabled ap-
plications for the resource scarce languages of South
Africa.
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Appendix A: Feature counts
Feature Tag Number of occurrences Relative di�.

Written analyses Spoken analyses

Number of attributive
adjectives

AdjStem 3344 2717 0,8125
PC 26192 31674 1,2093
RC 12695 10980 0,8649
RelStem 780 1483 1,9013
RelSuf 774 549 0,7093

Number of verbs VRoot 39643 84305 2,1266
CopPre 659 1979 3,0030

Declaratives, subjunctives,/
imperatives, interrogatives,
and exclamations

ImpPre 29 314 10,8276
ImpSuf 6 40 6,6667
Interrog 966 4055 4,1977
InterrogSuf 941 3648 3,8767

Passive/active voice PassExt 5955 3553 0,5966

De�nite articles/demonstratives Dem 1110 2262 2,0378

Gerunds 15 + NStem 36039 41381 1,1482

Modal and perfective
auxiliaries

Pot 776 2758 3,5541
AuxVStem 477 1982 4,1551

Negation NegPre 3519 8752 2,4871
PotNeg 266 980 3,6842

Time relationships

Fut 3044 6826 2,2424
FutNeg 15 96 6,4000
SCPT 9759 16060 1,6457
RCPT 2894 3590 1,2405
VTPerf 11883 16306 1,3722

Personal discourse markers

1ps 2025 15256 7,5338
2ps 5975 17697 2,9618
1pp 1997 3003 1,5038
2pp 2151 2096 0,9744
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